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Xi

ABSTRACT

Network survivability, reflecting the ability of a network to maintain an accdpthgvel of service
during and after failures, is an important requirement for WDM optical odtw due to the ultra-
high capacity. The most common network failure is the link failure which coulse&aenormous
data loss and lots of service disruption to Internet users. Although dingléailures are the most
common failure scenarios, double-link failures can occur in some cadesiase more severe problem.
Compared to unicast sessions, multicast sessions suffer more serioushnk failures because a link
may carry traffic to multiple destinations rather than to a single destination. Hewd#écast sessions
demand more effective and efficient protection against link failures. Wahrttreasing demand for
access bandwidth, the access networks draw more attention. The hytwiesa-optical broadband-
access network (WOBAN) is a promising architecture for future acoetsgonks because it combines
the high capacity of optical communication and the flexibility and cost-effantise of a wireless
network.

First, we consider the problem of protecting unicast connections aghinbte link failures. The
basic idea is to use twe-Cycles, with link-disjoint protection segments, to protect each working link.
To utilize spare capacity more efficiently, we also propose a new hybridgiron/restoration scheme
to handle two-link failures. Our scheme uses protection to ensure that fitbstadfected demands can
be restored using the pre-planned backup paths upon a two-link faforéhe demands not restorable
with protection, we use dynamic restoration to find new backup paths for them.

Second, we propose protection schemes for multicast sessions uediekdailure. An intelligent
p-Cycle (IpC) scheme is presented to provig€ycle protection for dynamic multicast sessions. When
a multicast request arrives, a multicast tree is computed for it and thep@echeme is used to

compute a set of high efficieptCycles on-demand to protect each link on the multicast tree. Then we
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Xii

propose a p-cycle-based path protection scheme and a PXT-basqurqatition scheme to provide
protection for dynamic multicast sessions. Basically, to protect a multicastvieeeompute one p-
Cycle and one PXT for each destination nadsuch that the p-Cycle and the PXT can be used to
restore the traffic te when a link failure occurs on the path from the source node to

Finally, we propose a new protection scheme for the hybrid wireless-bjioadband-access
network(WOBAN). The scheme is cost-effective in that it does notiregihe PONs to have self-
protecting capability. Based on the proposed protection scheme, we tedimeaximum protection
with minimum cost(MPMC) problem and present one ILP solution approachetdtfPMC problem.
Then we prove the MPMC problem is NP-Hard and provide one heuristaridgign for the MPMC

problem.
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CHAPTER 1. INTRODUCTION

The explosive growth of web based services over the Internet résalitremendous growth in the
demand for bandwidth in backbone networks and access network$ib&heptic medium is the only
one capable of providing high-bandwidth service cost-effectivelyiisdlso less susceptible to elec-
tromagnetic interferences. Optical fibers are widely deployed in baekbetworks, metropolitan and
access networks. Wavelength-division multiplexing (WDM) is a technologyrthatiplexes multiple
optical carrier signals on a single optical fibre by using different wangghes (colours) of laser light
to carry different signals and WDM optical networks are widely depldyecheet the ever increasing
bandwidth demand of network users and applications. Because of the nhtarge bandwidth traf-
fic transported by WDM networks, any failure such as a fibre cut woaltse enormous data loss and
huge service disruption to a large number of users. Thus, survivabititgriical issue in WDM optical
networks as customers require high service availability despite inevitablemettement failures.

In this chapter, we first discuss some research challenges on dilitjhia WDM optical networks.
Specifically, survivability design for unicast and multicast communication sedk be discussed.

Then, we discuss the challenging survivability issues in access networks

1.1 Survivability in WDM Optical Backbone Networks

1.1.1 Background

Compared to copper cables, optical fiber communication systems providaentteus bandwidth
which satisfies the greatly increasing demand requirement of internst ¥gavelength-division mul-
tiplexing (WDM) is a technology which multiplexes multiple optical carrier signal®amne single
optical fiber and a typical WDM link consists of a set of transmitters, opticgdldiers and receivers.

The laser signals from different transmitters are multiplexed together by thiplexer and sent to the
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receivers. During the transmission, the signals need to be amplified byttbal @mplifiers because of
signal attenuation. At the destination, the incoming multiplexed signal is de-muéipieko different
wavelengths. Although the per-channel light signals propagating in teeiittypically modulated at
rates as 10 or 40 Gb/s in deployed backbone networks, the currerdtiatydfiber optic data rate record
is multiplexing 155 channels, each carrying 100 Gbps over a 7000 km fiber.

In optical networks, fiber cuts are considered as the most common fagénceBnk failures will
affect a large number of communication sessions due to the huge bandvaditheal by a fiber. There-
fore, it is important to design a survivable network which can protect comiration sessions against
link failures.

Survivable network architectures are based either on restorationgotaction[1]. Among these
two type of schemes, the restoration tries to allocate spare resource te thstcommunication after
link failure is identified. Considering the huge data transmitted in the fiber aridriggime for spare
resource allocation, this scheme is not preferred. Moreover, theatstocould fail if no enough idle
resource could be found in the network. On the contrary, protectianset need to reserve the backup
path together with the working path setup. Thus dedicated-resourcetwothas a faster restoration
time and provides guarantees on the restoration ability and there are twotimmt@ethods: one is
link-protection and the other is path-protection.

In link-protection, each link in the communication session is protected by aupgukth. Once
some link fails, the protection switches the end nodes of the failed link to pratesttites which will
reroute the affected sessions over these backup routes. In detailateatedicated link protection and
shared link protection. For dedicated link protection, the restoration routd be pre-connected and
thus only these two nodes adjacent to the failed link need to take action. Oorttrarg, in the shared
link protection mechanism, the restoration route can not be pre-confijpeaalise these protection
capacity could be shared by many working sessions and the right cmmewst be set up after the
link failure is identified. So shared link protection is more capacity efficient mibne restoration time.

In path-protection with dedicated protection capacity, an end-to-endipguzth, disjoint with the
primary working path, is setup between the source and the destination@nde failure happens, the

failure information will be sent from the end nodes of the down link to the@and the destination
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nodes. Thus, the source and the destination nodes will switch the traffie pyekconfigured backup
path. While for the path-protection with shared protection capacity, thedgegbion capacity can be
shared and the restoration route have to be singalled and the right tonedtas to be set up after
link failure happens. Thus shared path protection is the most capacitgefficheme and it needs the
longest restoration time.

p-Cycle is a promising protection technique which configures the spareitapao pre-cross-
connected cycles. Upon a link failure, protection switching is performetieatwo end nodes of
the failed link. Therefore, traffic restoration is extremely fast. MoreopeCycle is also efficient
in protection since it protects both on-cycle links and straddling links. Tpycle can achieve
two most important criteria simultaneously in survivability scheme design: éasbnation and high
capacity-efficiency. Chow et al. noted in [2] that rings and p-cyclesazhieve fast restoration be-
cause they providere-cross-connecteprotection paths. Based on this observation, they proposed
the concept of pre-cross-connected trail (PXT). A trail is an alterga@guence of nodes and links
(vo, €1, v1,€2,...,Un_1, €n, V) Such that for alk, the end nodes of; arev;_; andv;. A PXT is im-
plemented by pre-cross-connecting one wavelength in each link alongatheptCycles are special
cases of PXTs wher&, = v,,. Like rings and p-cycles, PXTs can provide fast restoration bedhage

are pre-cross-connected. A similar protection scheme, called Streantspduced in [3].

1.1.2 Survivability Design for Double Link Failures in Unicast Communicaion Mode

Link failures are the dominant type of failures in WDM networks. Althouglgkidink failures
are the most common failure scenarios, double-link failure can occur in sases. First, after a
link fails, a second link may fail while the first link is being repaired. Secdna, fiber links may
be physically routed together for some distance and a backhoe accidgnéanlato the failures of
both links [4]. Third, if an optical switch with two links connected to it fails, tHeoth links fail.
In this dissertation, a set gFCycle based protection schemes for two-link failures are proposed|[5]
We formulate an ILP model for the-Cycle design problem for static traffic. We also propose two
protection schemes for dynamic traffic, namely SPPP (Shortest Path Bictikm) and SFPP(Short

Full Path Protection). Simulation results show that SFPP is more capacity ifticesn SPPP under
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incremental traffic. Under dynamic traffic, SPPP has lower blocking ti&PSvhen the traffic load is
low and has higher blocking than SFPP when the traffic load is high.

We also proposed a new hybrid protection/restoration scheme to handlmkwaiures. Unlike
existing protection schemes that require two link-disjoint backup pathsafdr demand or link, our
proposed scheme only requiresebackup path for each demand which leads to significant saving in
backup capacity. Unlike backup reprovisioning schemes, our schemgutes new backup paths for

unprotected demanddter the second failure occurs so that unnecessary reprovisioning issavoid

1.1.3 Survivability Design for Single Link Failure in Multicast Communication Mode

Different to the unicast request, which has only one sender and oriveg multicast requests
normally have one source and multiple destinations. Multicasting consists afirently sending the
same data from a source to a group of destinations in a computer or commumivetiicork [6] and
it is an effective mechanism for supporting group communication. In a mulgoasiunication, each
sender transmits only one copy of each message that is replicated withirntwogkhand delivered to
multiple receivers. For this reason, multicasting typically requires less tatdidth than separately
uni-casting messages to each receiver [7].

Upon the arrival of a multicast request, a unidirectional primary multicastisréiest computed
and it connects the source node to all the destination nodes[8], [9], Th@n, backup resources are
reserved for the primary tree to protect it against single link failures. lhicast applications, the
failure of one link might affect the data traffic to multiple destinations; hence nasittgessions require
more effective and efficient survivability protection upon link failures.

Although dedicated protection needs the minimal restoration time, the dedicatedtipn has
low bandwidth efficiency. For example, if link-disjoint protection trees aeduto provide dedicated
protection, the protection redundancy will be at least’Z0Bven bandwidth efficiency can be achieved
through resource sharing, additional time for cross-connection abd#son the restoration path is
needed after a link failure happens.

In this dissertation, we identify and address the challenges in appiyyrles for multicast ses-

sion protection, and develop an intelligentCycle (IpC) scheme, which formg-Cycles gradually
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according to dynamic multicast requests, and provides the protectiondoy vk on multicast trees.
Extensive simulations have been conducted to evaluatep@is¢heme, and the results show that it
outperforms existing solutions. We also propose a p-cycle-based patiction (P2) scheme and a
PXT-based path protection method for dynamic multicast sessions. Thisbgs®d approaches are

more efficient than the traditional link-based approaches.

1.2 Survivability in Optical Access Networks

Passive optical network (PON) is a promising technology for broadlaacdss as it can offer
higher bandwidth to end users than other alternatives such as DSL laledTéanetworks. The PON
is point-to-multipoints and generally there is a single transceiver in the optieatdiminal (OLT)
in the central office(CO). The OLT sends information to the optical networts (ONUS) located at
the subscriber end. Traditional PONs are time division multiplexing PONs (-HIDWs), in which
a single wavelength is used for all downstream transmissions and anahelength is used for all
upstream transmissions. The upstream bandwidth is shared among thénuger manner of time
division multiplexing. Various TDM-PON technologies have been develpopetluding ATM PON
(APON), Broadband PON (BPON), Gigabit PON (GPON), and Ethdnt&tl (EPON). As end users
demand more bandwidth, there is the need to further increase the PONit#ndsing wavelength
division multiplexing (WDM).

As end users demand more bandwidth, there is the need to further intred&®N bandwidth us-
ing wavelength division multiplexing (WDM). In a WDM-PONJ11, 12], ONU=assigned individual
wavelengths so that each ONU can operate up to the full bit rate of a watkelehannel. WDM-PON
also provides bit rate independence, protocol transparency, aetleax security and privacy.

Wireless mesh network (WMN) [13] is another promising technology foalbband access due to
its low cost, ease of deployment, increased coverage, and robustné84dN consists of a collection
of wireless routers, a few of which have wired connections to the Intameare called the gateways.
The wireless routers in a WMN form a wireless backbone to provide multi-bopectivity between
the clients and the gateways.

Recently, the hybrid wireless-optical broadband-access networlB@M)is presented in [14] as a
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promising architecture for future access networks. The key advaotay©BAN is that it captures the
best of both the optical and wireless worlds: the reliability and high capaigtecal communication

and the flexibility and cost-effectiveness of a wireless network. A WOBAddmprised of a number of
segments each containing a WMN at the front end and a PON at the backhend/OBAN segment,

each ONU of the PON is connected to a wireless gateway in the WMN so thatwitlgin the coverage
area of the WMN are connected to the CO via the WMN and the PON. Fig. 1wisshd/OBAN with

two segments.

0

Wireless
Routers

Figure 1.1 Architecture of Wireless WDM-PON

Although a lot of works have been done for the survivable optical lbawc& networks, the research
on the survivability of access network is far from enough. Once ome fibcut, especially when the
fiber between the OLT and the RN is down, the damage to the network is Hugestamers connected
to the RN will be affected.

In this dissertation, we propose a cost effective protection method foBAYOthat deals with
network element failures in the optical part of WOBAN. We define the maximuooteption with

minimum cost (MPMC) problem and show that the problem can be convertdg: tminimum cost
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maximum flow (MCMF) problem. We also present an ILP model for the MCMsbfam. After prov-
ing MPMC is NP-Hard, we present a heuristic algorithm for MPMC. Numérgsults are reported for
applying our ILP model to obtain the optimal solutions for different instaméése MPMC problem

and the heuristic solutions are close to optimal solutions.

1.3 Outline of the Dissertation

The rest of this dissertation is organized as follows:

In chapter 2, we provides the literature review of survivability schemesgtical backbone and
access networks.

For the survivability design in optical backbone networks, chapter 8iders the problem of pro-
tecting connections against two simultaneous link failures and proposel.iBriecheme for static
traffic and two heuristic schemes for dynamic traffic[5]. In this collabeeativork with Long Long,
my major contributions include the theoretical analysis of protection conditibeglesign and imple-
mentation of two heuristic algorithms for dynamic traffic.

Chapter 4 proposes a new hybrid protection/restoration scheme to handiakailures[16]. Our
hybrid scheme uses protection to ensure that most of the affected deosante restored using the
pre-planned backup paths upon a two-link failure. For the demandgstorable with protection, we
use dynamic restoration to find new backup paths for them.

In chapter 5, we propose omeCycle based link protection scheme for dynamic multicast sessions
under one link failure[17]. After computing a multicast tree for a multicastiest} the pC scheme
finds the most efficient p-cycles until all links on the multicast tree are pexlec

In Chapter 6, we propose a p-cycle-based path prote@iyrgcheme for dynamic multicast sessions[18].
Given a multicast tred”, the P2 scheme uses the path-disjoint strategy to compute a set of p-cycles
on-demand to ensure every destination nodg ia protected.

In Chapter 7, we propose a PXT-based path protection method for dynauiticast sessions[19].

To protect a multicast tree, we compute a PXT for each destination n@ieh that the PXT can
be used to restore the traffic towhen a link failure occurs on the path from the source node. to

We also compare the performance of thé scheme and the PXT based path protection scheme and
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conclude that the p-Cycle based protection scheme is more suitable fer metwgrks according to
the simulation results.

Chapter 8 studies the survivability problem in optical access networksHffer proposing one
protection scheme for WOBAN which is one type of access networks, figedbe maximum protec-
tion with minimum cost (MPMC) problem and present one optimal ILP solutionce@onear-optimal
heuristic solution for the MPMC problem.

Finally, in Chapter 9, we conclude the dissertation and outline the plan faefutsearch direc-

tions.

www.manaraa.com




CHAPTER 2. REVIEW OF LITERATURE

In this chapter, we review the recent work on survivability in both baokband access networks.
First, we will review the unicast protection schemes in WDM optical netwodcsd then we review
the research on survivability schemes for multicast session. At the ehdahapter, we also review

some work on protection schemes designed for access networks.

2.1 Survivability Schemes for Unicast Sessions in WDM Optaldl Backbone Networks

It is important to protect communication sessions against link failures bedaksfailures will
affect a large number of communication sessions due to the huge bandvaditga by a fiber. Various
protection schemes have been developed for WDM networks. RingHpastection schemes enable
traffic restoration to be completed in 50-60 ms, but require at least 10p¥citya redundancy. As
for the path-protection, dedicated-path protection requires the baeckhggbe exclusively reserved
by the primary working path. Some dedicated-path protection schemessmébdd and evaluated
in [20], [21], [22]. Compared with dedicated-path protection, shan&tth protection can increase the
capacity efficiency[23],[24],[25]. But compared with dedicated-padtgrtion, shared-path protection
scheme requires an extra time for cross-connect once a failure occurs

While many works have studied protection schemes for single-link failuedetjwely few works
have considered two-link failure scenarios where a second failurerodefore the first failure is
repaired. Dual-failure restorability of span-restorable mesh netwarigjded to ensure 100% single-
failure restorability is studied in [26]. Protection schemes for two-link faineestudied in [4, 27, 28].
In the scheme proposed in [4], two link-disjoint backup paths are compateshth link so that the
network is two-link failure survivable. The scheme is slow in restoratiorabge the backup paths

are configured after link failure occurs. The schemes in [27] are ladet where each link has two
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precomputed link-disjoint backup paths. Path-based protection scheenpseaented in [28] where
two link-disjoint backup paths are precomputed for each demand. All {regection schemes can
provide 100% two-link failure restorability due to the use of two link-disjointkgp paths. However,
they require a large amount of backup capacity. Furthermore, two lipgkttidackup paths may not
exist for some demands/links in the network.

Since p-Cycle was first proposed in [29], it has been widly used in gtiote schemes against
single link failures[29], [30], [31], [32], [33], [34],[35], [36][37], [38]. The relation between the
number of deployed p-Cycles and the ability to survive dual fiber duicirés is studied in [39, 40],
but the schemes are not specially designed for double-link failured1]ndp-cycle based scheme for
double-link failure protection is proposed whexeycles are reconfigured based on the remaining spare
capacity after a link failure occurs and the corresponding working @aitherouted. This scheme can-
not deal with simultaneous two-link failures. In [42]pacycle based multi-QoP (quality of protection)
framework with five QoP service classes is proposed, where the platitags is assured protection
from all two-link failures. The protection for a platinum demand is achiewerbhting it entirely over
straddling links. There are also some work addressing multiple-link faillotegtion. The authors
of [43] proposed algorithms to fink disjoint p-cycles to protect each link such that the network is
link-failure survivable. The author of [44] extended his work in [30pt@tect multiple-link failures
by using network coding ang-cycles.

Another approach to handling two-link failures is reprovisioning/recemétion after the first fail-
ure (RAFF) [45, 46]. In RAFF, each demand is assigned backupcita@dong a backup path so that
it is protected against single link failure. When the first failure occufectdd demands are restored
using the preplanned backup paths. After restoration from the firstdagucomplete, new backup
paths are reprovisioned for those demands that may be unrecovesaimetie preplanned backup
capacity. This allows the affected demands to be restored quickly usingth&ackup paths when
the second failure occurs. In [47], two backup reprovisioning sceemagned MBR and GBR are
proposed. In MBR, after a failure occurs, new backup paths amevispned for connections that
become unprotected (due to loss of primary or backup) or vulnerabdet¢chackup capacity sharing).

In GBR, backup paths are globally rearranged for all connections @ifiee failure occurs. Reference
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[40] applies the concept of RAFF in p-cycle networks where the spapadity can be reconfigured
dynamically after the first failure to create a new set of p-cycles optimizedthstand possible second
link failures. ILP models are given for two cases: complete cycle reamafigpn and incremental cycle

configuration.

2.2 Survivability Schemes for Multicast Sessions in WDM Optal Backbone Networks

Researchers have proposed various multicast tree protection schvecha&ing tree-based [48, 49,
50, 51], ring-based [52], link-based[48], segment-based [4]8 258 path-based [48, 52, 54] schemes.
In tree-based schemes, a primary tree is protected by eitimrdisjointbackup tree or aarc-disjoint
backup tree. In the former case, if the primary tree usesaldink v, then the backup tree can use neither
link w — v norlinkv — w. In the latter case, however, the backup tree is allowed to use haku, but
not link w — v. The drawbacks of tree-based schemes include excessive uswoflieesources and
unavailability of link/arc-disjoint trees in some cases. The ring-basedrsehare dedicated protection
schemes which lead to minimal restoration time. However, their spare capagiiyer@ent is high.
In segment-based schemes, each segment in the primary tree is proteatpdtbythat is link-disjoint
with the segment. Here, a segment is defined as the sequence of edgeldreource or a splitting
node on the tree to a leaf node or a downstream splitting node [48]. Inbpadd schemes, each
destinationd; in the multicast session is protected by a backup path that is link-disjoint withatihe p
from s to d; on the primary tree. Segment-based and path-based schemes are racity edficient
than tree-based schemes since a backup path can share capacity wiimtrg pree as well as with
the other backup paths. Segment-based and path-based schemgmaeitg efficient since a backup
path can share capacity with the primary tree as well as with the other baakugp gHowever, these
schemes require long restoration time since some nodes need to recothi@jusevitches to set up the
backup segment or path when a link failure occurs.

In [55], Integer Linear Program (ILP) methods are proposed foyge based protection of static
multicast sessions. In [56], Kodian and Grover propose the condefailore-independent path-
protecting (FIPP) p-cycle, which extends the p-cycle concept to peand-to-end failure independent

path protection. An ILP model is given in [56] to solve the FIPP p-cycle ngtwlesign problem for a
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given set of unicast demands. A heuristic method for FIPP p-cyclerd&sigven in [57]. Variations of
FIPP p-cycles are proposed in [58] to provide tree protection (SORI seagment protection (SOPS)
for multicast sessions. ILP based heuristic algorithms are given to minimizeptiie sapacity of
SOPT and SOPS for a given set of multicast sessions. These ILPddgseithms are time consuming
and not suitable for protecting dynamic multicast sessions. In addition, tfempance of SOPT and
SOPS are worse than p-cycle-based link protection scheme since aaiutheedisjoint tree/segment
sets, instead of all possible disjoint sets, are used in the ILP models of/SOPE.

Although manyp-cycle based schemes have been proposed for unicast protectioB0[534],
applyingp-cycles for multicast protection of dynamic traffic has been barely studedsep-Cycles
to protect a multicast tree against single link failures, every link on the multiegssshould be protected
by ap-Cycle. Meanwhile, the-Cycles used to protect the tree links should consume as few network
resources as possible. This results in a challenging problem of findetg#sCycles that can protect
all links on the multicast tree and use the minimum number of wavelength charrigts problem
has been studied by Zhore al. in [55, 61]. Specifically, they proposed Integer Linear Program
based methods [55] to protect static multicast sessions and the dypdyide (DpC) scheme [61],
extended from [62], to protect dynamic multicast sessions. The prdphgeamic p-Cycle (PC)
scheme [61], extended from [62], prefers short cycles, which maglaays be a good choice because
longer cycles may introduce more straddling links and therefore provider lgotection efficiency.
The DpC scheme choosesCycles from a set of pre-computed candidate cycles, which canapt ad

to dynamic incoming multicast requests.

2.3 Survivability Schemes in Access Networks

Various survivable PON architectures have been proposed in literakmeexample, [63] pro-
poses two self-protecting architectures for WDM-PON. The first archite protects FF failures by
connecting adjacent remote nodes with a fiber. The second architeobteetp both FF failures and
DF failures by duplicating the distribution fibers. Both architectures douldemivelength require-
ment in order to provide protection. In [64], a protection scheme is pexpfs hybrid WDM/TDM

PONSs. The scheme employs protection feeder fibers and fibers inteatomgnpairs of ONUSs to pro-
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vide protection to both FF and DF failures. Unlike the scheme in [63], no additiwavelengths are
required for providing protection. [65] proposes a self-survivabBeM-PON architecture that can
protect FF/DF failures, RN failures, and failures of transmitters in CO @ ®© In all these schemes,
at least N additional fibers need to be laid in order to protect N ONUs adgetrnand DF failures. This

may result in capital expenditure that is too high for the cost-sensitivesacegworks. [66] converts
the problem of designing survivable access network as a simplex coMaep and claims that once
one terminal node is protected once it is connected with some other termireal Batl[66] does not

consider the capacity of each terminal node. In fact, it is possible thattitecgtion capacity of one
terminal node is limited.

Due to the existence of alternative routes in a mesh network, the front-&mds/ih a WOBAN
are self-healing. However, the back-end PONs cannot surviveonet@lement failures because a
tree topology is used. One way to provide survivability in WOBAN is to emplayisable PON
architectures.

The authors of [67] propose an approach to WOBAN survivability tleaschot require the PONs
to have self-protecting capability. The idea is to reroute the traffic arounéatlure. Specifically, if
an ONU in a segment fails, the traffic will be rerouted to another gateway isdime segment that
is connected to a live ONU. If an OLT in a segment fails, the traffic will beuerd to a gateway in
another segment that has a live OLT. This scheme assumes that evdegsviauter in one segment
can find a multi-hop path to a gateway in another segment. This assumption isewtien the WMNs
in different segments of a WOBAN are separated by a large distancetswotiareless router in one
segment can communicate with a wireless router in another segment. In thitheaseouting scheme

proposed in [67] does not work.
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CHAPTER 3. TWO-LINK FAILURE PROTECTION IN WDM MESH NETWORKS
WITH p-CYCLES

3.1 Introduction

In this chapter, we consider the problem of protecting connections agamsimultaneous link
failures. Our basic idea is to use twecycles with link-disjoint protection segments to protect each
working link. Sincep-cycles are pre-configured using the spare capacity in the netwdr&nmexy fast
restoration can be achieved. We formulate an ILP model fopitycle design problem for static traffic
and we also propose two protection schemes SPPP and SFPP for dyn#firmicGampared with the
other methods, the worst-case and average number of optical crosextethat need to be configured
upon a double-link failure in the SPPP scheme are less and thus SPPP selseafaster restoration
speed.

The rest of this chapter is organized as follows. In Section 3.2, we mirése theorems about
double-link failure protection. An ILP model for thecycle design problem for static traffic is given in
Section 3.3. In Section 3.4, we propose two double-link failure protectioanses for dynamic traffic.

Numerical results are presented in Section 3.5. A conclusion is given tro8&c6.

3.2 Preliminaries

We use a directed graggh = (V, E) to represent a WDM optical network. A bidirectional commu-
nication link between nodesandv are represented by two directed edges v € Fandv — u € E.
Connections are unidirectional and each connection requires ond aajiacity (i.e., the capacity of a
wavelength). We use unidirectionakycles to protect connections. A unidirectiopatycle consumes

one unit of capacity on each unidirectional on-cycle link; it can proteetunit of working capacity on
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any straddling link and any link in the opposite direction of an on-cycle link.

Figure 3.1 Two-Link Failure Protection for Link — D

In [43], two link-disjointp-cycles are computed to protect a working link against two link failures.
However, we do hot have to enforce the link-disjoint requirement on the4eycles in order to protect
a link against two link failures. In fact, when a linkis protected by a-cycle p, only part of thep-
cycle is used for protection. We name the parp ¢ihat carries the traffic whenfails as theprotection
segmenfor e on p, which is denoted by(e). Fig. 3.1 shows twg-cyclesp; andps, both of which
can protect linkA — D. p;(A — D) = A — F — G — D is the protection segment for link — D
onp; andp:(A — D) = A — E — D is the protection segment for link — D on p,. Althoughp;
andp, are not link-disjoint (they share link® — C, C — B, andB — A), they can still protect link
A — D against two link failures sincg, (A — D) andps(A — D) are link-disjoint.

The following theorem gives the sufficient condition for a working link to bat@cted against any

two-link failure.

Theorem 1. A working link A — B can be protected against any two-link failure if there exist two

p-cyclesp; andps such that the following conditions are met.
1. p; can protect linkA — B;
2. ps can protect linkA — B;

3. p1(A — B) is link-disjoint withpa (A — B).
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Proof. The three conditions ensure that there are three link-disjoint paths4rtan®B: one is the direct
link from A to B, the other two are; (A — B) andpy(A — B). When any two links in the network
fail, there must exist at least one path frotrto B that is intact. Therefore, linkk — B is protected

against any two-link failure. O

According to Theorem 1, we can use two protection-segment-digjaiptles to protect a working
link against two link failures. However, using twecycles to protect each working link requires a large
amount of protection capacity. To reduce the capacity requirement, wetaltoworking links to share
ap-cycle. Lete; andes be two working links. LetS; be a set of two protection-segment-disjopat
cycles fore; andS; be a set of two protection-segment-disjgintycles fores. If |S; N Sa| = 1, then
e1 andes share one-cycle. If |S; N Sa| = 2, thene; andey share twop-cycles. When two links
share one or twp-cycles, it's possible that the failure of these two links will leave one or bbthemm
unprotected. In this case, we say the sharirigualid. On the other hand, we say the sharingatid
if the two links are still protected when both of them fail simultaneously. In tHeving, we present

a theorem that gives the sufficient condition for a valid sharing.

Theorem 2. Lete; ande; be two working links that share one or twecycles (i.e.S1 N Sy # 0). The

sharing is valid if the following conditions are met.
1. Forlink ey, there exists a-cyclep; € S; such thates ¢ pi(eq).
2. For link eo, there exists a-cycleps € S, such thate; ¢ pa(e2);
3. pi(e1) is link-disjoint withpa(e2) if p1 = po.

Proof. Suppose botla; andes fail. Conditions 1) and 2) ensure that bgth(e;) andps(e2) are not
affected by the failures. Ip; # po, thene; can be protected by; andes can be protected bys..

Therefore, the sharing is valid. pf = p2, thenp;(e;) is link-disjoint with p; (e2) according to condi-
tion 3). Thusp, has two protection segments that can provide protectien &mdes simultaneously.

Therefore, the sharing is valid. Ol

Fig. 3.2 shows two examples pfcycle sharing. In the left example, two working links= A —

B ande, = C — D are protected by the same twecyclesp; andp,, where bothe; andes are

www.manaraa.com



17

Figure 3.2 p-Cycle Sharing in Two-Link Failure Protection

straddling links ofp; and on-cycle links ops. That is,S1 = Sa = {p1,p2}. When bothe; ande falil,
p2 can protect neither of them sineg € pa(e1) ande; € pa(e2). p1 can be used to protect eitharor
e9 but not both becaugg (e;) = A — D - F —- C — Bandpi(es) =C - B— FE — A— Dare
not link-disjoint. Thereforeg; andes cannot validly share the-cyclesp; andp,. We now consider the
example shown on the right side of Fig. 3.2, where everything is the saraptekat the direction gi-
cyclep; is reversed. In this casg; (e1) = A — E — B does not containy, p1(e2) = C — F — D
does not contair;, andp; (e;) andp;(e2) are link-disjoint. According to Theorem 2; andey can

validly sharep; andps.

3.3 An ILP Model for Static Traffic Protection

In this section, we present an ILP model for the followirgycle design problem: given a network
G = (V, E), and the working capacit,, on each linke — b € E, compute a set gf-cycles to protect
the working capacity against two-link failures such that the total capadipyined by thep-cycles is
minimized.

Objective:

L »
Minimize E E €rn
P

(m,n)eER
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Notations:

D
Labk

2h

o labk)

p,(ab-k)
Ved

(ab_k)
Ade,l

,(ab-k
Cfdgl :

Capacity Constraints:

18

the maximum no. op-cycles in the solution.
p-cycle index where € {1,2,..., P}.
integer, total amount of working capacity on
link a — .

binary variable, 1 ifp-cyclep uses link

m — n as an on-cycle link.

binary variable, 1 if-cyclep protects the:*"
working capacity on links — b.

binary variable, 1 if node is onp-cyclep.
binary variable, 1 if-cyclep protects the:!"
working capacity on linke — b and the
protection segment traverses link— n.
binary variable, 1 if-cyclep protects the:*"
working capacity on links — b and the
protection segment does not use links d
ord — c.

binary variable, it equals”*** — 7,4,
binary variable, used in the absolute value
constraints ford B7 4"+,

Zbe,k >2, V(a,b) € E, Vk < dy;

p

Cycle Constraints:

2.

(m,n)eE

> b <1, Vp, ¥(a,b) € E;
k

el = Z el =20, Vp,VneV;

(n,)eE
egzn + €£m <1, Vp, V(ma n) €L

(3.1)

(3.2)

(3.3)

(3.4)
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Link Protection Constraints:

.
P W
Top i ifn==5
p,(abk) p,(ab- k) .
Z mn Xl: nl _:ng_k ifn=a
m
0 otherwise
\

Vp, Y(a,b) € E, Yn € V, Yk < dg;

Z f%gab_k) — Z fl?rr;(ab-k) —0
Vp, Y(a,b) € E, Vk < dg;

p,(abk D
mg ) < e

— “mn

Y(a,b) € E,(m,n) € E, (a,b) # (m,n), Vp, Yk < du;
Protection Segment Disjointness Constraints:

p,(ab k) + fq (ab-k) <1

71;;7(1ab-k) + fz%(lab_k) <1

Y(a,b) € E,(m,n) € E,(a,b) # (m,n), (a,b) # (n,m),

Vp,q,p # q, Yk < dap;

Absolute Value Constraints:

p,(ab k) _,.p p,(ab-k) p,(ab-k)
cd ( ab k~ Jed f )

Y(a,b),(c,d) € E, (a,b) # (c,d), Vp,Vk < dgp

p,(ab-k) p,(abk) p7(cd 1)
AB.p 2 Upg Vab

ABLE = (™ =)

p,(ab_k) p,(ab-k) ,(cd- l) p,(ab_k)
AB.p < Vg ~ Vb +2C.,

,(abk ,(ab_k cd-l ,(ab_k
Ade(_z ) < _('de( : Uab( )) 2(1 - Cfd(_l ))
v(a7 b)’ (C7 d) e E’ (a’ b) # (c’ d)’

vpa vk < dab7l < dcd-

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)
(3.12)
(3.13)

(3.14)
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p-Cycle Sharing Constraints:

(ab k) + fﬁmcd 1) + ,Uf(,i(ab k) + Uab(Cd 1) <

Z J(abk) i Z p,(cd-l) + Z ABfél((llb k) 41 (3.15)
P
V(a, b),(¢,d) € E, (a,b) # (c,d),

Vp, Y(m,n) € B, Vk < day, | < deq.

Constraint (1) ensures that each unit of working capacity on a link iegied by at least twp-
cycles. Constraint (2) ensures thgb-aycle can protect only one unit of working capacity on a link.
Constraints (3) and (4) definecycle p by ensuring that the in-degree and out-degree of each node
onp is 1 andp cannot contain both linkm, n) and (n,m). Constraints (5)-(7) ensure that thé
working capacity on linke — b can be protected by-cycle p only if a unit flow can be sent from
a 10 b using the links orp. In fact, the links traversed by the unit flow form the protection segment.
Constraints (8) and (9) ensure that the two protection segments thatt@abeit of working capacity
on a link are link-disjoint. Constraint (10) deflneg(ab %) Constraints (11)-(14) deflnﬁB”’(ab "),
Constraint (15) ensures that alcycle sharings are valid based on Theorem 2. It takes the following

(“b " > 1, then link(a, b) and link(c, d) can be protected

three cases into the considerationy If, AB"
by two differentp-cycles when both links fail. 1> AB?) ?b *) — 0, then there are two cases. If
pvfc’l(“b*k) +3, vi’g(Cd*l) > 4, then link (a, b) and link (¢, d) share the same twecycles, and both
links are straddling links of the twp-cycles. In this case, one of the twecycles can protecu, b) and
the other one can protegt, ) when both links fail. Otherwise, we hayg,, o7, """ +3 o7“" = 2

and only onep-cyclep can be used to protect linf, b) and link (¢, d) when both of them fail. In this

(cd 1)

case, we must havg\ o) 4 poledd)  plabk) o, < 3 to ensure thap(a, b) andp(c, d) are

link-disjoint. Constraint (15) combines all three cases to ensure thaicgitle sharings are valid.

3.4 Protection Schemes for Dynamic Traffic

In this section, we study the problem of two-link failure protection for dynamaitfic. We assume
that the working path for a connection is given. The problem is to computed ge&ycles to protect

the working path against any two-link failure so that the total capacity reduiy thep-cycles is
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minimized. We present two heuristic algorithms for this problem. Both algorithmslesigned to

achieve efficient protection by employipecycle sharing.

3.4.1 Shortest Path Pair Protection Scheme

We propose the Shortest Path Pair Protection (SPPP) scheme in this s&itien.the working
path P of a connection, SPPP computes a set-of/cles to protec as follows. For each link o,
we compute twg-cycles to protect the link so that the twecycles are protection-segment-disjoint.
Whenever possible, we reuse theycles that have been previously created to minimize the total

protection capacity.

P pPC; PCs PC4

AR
ANRA

PC PC2 PCs3 PCy

S

Figure 3.3 p-Cycles Used in SPPP Scheme.

Fig.3.3 illustrates how SPPP protects a working path fedowd that traverses link 1 through link 4.
For each link on the working path, SPPP computespwegcles with link-disjoint protection segments
to protect the link. As shown in the figurgg; andpc; are used to protect link for 1 < i < 4. To save
capacity, we allow a-cycle to be shared by different working links if sharing is allowed aditwy to
Theorem 2. For example, suppose link 3 can shasewith link 2, thenpcs = pcy and only one new
p-cycle (i.e.,pc) needs to be created for link 3; suppose link 4 can sparevith link 1 and can share
pch, with link 2, andpe; (link4) is link-disjoint with pc, (link4), thenpey, = pes, pc), = pcly, and no
newp-cycle needs to be created for link 4.

We now explain the detail of SPPP. SPPP uses a boolean furé#oh_share(pci, pca, €), where
pc1 andpey are twop-cycles anc is a working link. Bothpe; andpes can protece, andpc; (e) and
pea(e) are link-disjoint.check _share(pey, pea, €) returns true i can sharec; with all other working

links protected byc; and false otherwise. That igheck_share(pey, pea, €) returns true if for every
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working link ¢/ # e that is protected byc;, e ande’ can sharec,. (Note that Theorem 2 can be used
to check whethet ande’ are allowed to shargc, ).

Given a working linke, the set of existing-cycles that can proteetis denoted byPC.. That
is, PC, contains all existing-cycles that have as an on-cycle link or a straddling link. For each
link e on the working path, SPPP computes twaycles fore as follows. We first check whether
there exist twg-cycles inPC, such that they can be reused to proteclf so, no newp-cycle needs
to be created foe. This check can be done by using ttfeeck_share function. Specifically, if we
can find twop-cyclespc; andpe; in PC, such that 1pc;(e) andpc;(e) are link-disjoint, and 2) both
check_share(pc;, pcj, e) andcheck_share(pc;, pc;, e) return true, theme; andpc; can be reused to
protecte. Otherwise, we try to reuse opecycle in PC, to protecte. To reuse a-cyclepc; in PC, to
protecte, we need to compute a secoptycle pc; for e such thaipc;(e) andpc;(e) are link-disjoint
andcheck_share(pc;, pc;, e) returns true. If this can be done, thes protected by reusingc; and
creating a newp-cycle pc;. Finally, if none of thep-cycles in PC,. can be reused to proteet then
we create two new-cycles fore such that the protection segments éoon these twq-cycles are
link-disjoint. To compute such twg-cycles fore, we first use Bhandari's algorithm [68] to compute
two link-disjoint paths between the two endnodeg @fith minimum total length. We then obtain two
p-cycles fore by combining each path within the reverse direction. Clearly, these ty@ycles can
provide link-disjoint protection segments fer

The pseudocode of the SPPP scheme is shown in Algorithm 1. The inpuiikegvpathP, the
output is a sePC of p-cycles that protecP. The algorithm computes twa-cycles for each linle in
P in the for loop from line 1 to line 16.

Line 3 checks whether there are twecyclespc; andpc; in PC. that can be reused to protect
If yes, e needs no new-cycle for protection andlag is set to 0 in line 4. In line 5pc; andpc; are
removed fromPC, since they can no longer be used to protect other connections thas&aver

Line 7 checks if we can reusepacyclepc; in PC, to protecte, which requires a new-cycle pc;
to be created foe with certain conditions satisfied. If yeglag is setto 1 in line 8 angc; is removed
from pc. in line 9. In line 10, for every linke’ # e that can be protected ky; (i.e., ¢’ is either an

on-cycle link or a straddling link ofc;), we addpc; into PC.s so thatpc; can be exploited for reuse
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Algorithm 1  SPPP Scheme

1: for (everye € P) do

2:
3:

8:

9:

10:

11:

12:

13:

14

15:

16:

N o g A

flag = 2;

if (3pci,pc; € PC. such thatpe;(e) (pcj(e) = ¢ and check_share(pc;, pcj, e)=true and

check_share(pc;, pc;, e)=true)then

flag = 0;
PC, = PC. — {pc;, pc;};
else

if (3pc; € PC. and we can create a ngwcycle pc; for e such thapce;(e) (" pe;(e) = ¢ and

check_share(pc;, pc;, e)=true)then
flag =1;
PC, = PC. — {pci};
Ve' # e that can be protected by:;,
PCy = PCer U{pcj};
PC = PCU{pcj};
if (flag = 2) then

Use Bhandari's Algorithm to obtain two protection-segment-disjpinyclespc; andpces for

e,

Ve’ # e that can be protected by,
PCy = PCo U{pc1};

Ve’ # e that can be protected by,
PCy = PCo \U{pez};

PC = PCJ{pci1,pca};

17: ReturnPC;
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in the future. In line 11pc; is added intaPC.

Line 12-16 deal with the case where no existingycle can be reused to protectin line 13, we
compute two shortest protection-segment-disjphaiclespc; andpes to protecte using Bhandari's
Algorithm. In line 14 and 15, for every link’ # ¢ that can be protected ky:1/pca, we addpce;/pcs
into PC... Finally, the two newp-cycles,pc; andpcs, are added intdC.

We now analyze the time complexity of SPPP. For each P, the algorithm computes twp-
cycles fore. The time of this computation is dominated by the computation in line 3. The running
time of functioncheck_share(pc;, pc;, e) is O(|E| x|V'|?) because it needs to check each working link
protected byc; to see if it can shargc; with e, and the time of the check &(|V|?). Assuming| PC|
is upper bounded by a constant, the running time of line((i€2| x |[V'|?). Since line 3 is executed for
each edge in the working pathand the number of edges Inis upper bounded by |, the complexity
of SPPPIO(|E| * [V [?)

The advantage of the SPPP scheme is that it can save plenty of protegéEmitgdy exploitingp-
cycle sharing. However, SPPP always creates ghoytles, which are less efficient than lopgycles
as shown in [17] since shaptcycles tend to have less straddling links. In the next, we present another

protection scheme that makes use of Igagycles for connection protection.

3.4.2 Shortest Full Path Protection Scheme

In this section, we present the Shortest Full Path Protection (SFPPn8chgiven the working
path P of a connection, SFPP computes a sep-afycles to protec’ as follows. First, we compute
one shortp-cycle for each link onP. Next, we compute a long-cycle that contains all links o
and is link-disjoint with the protection segments of all the working links computedarfitkt step.
Clearly, the longy-cycle can protect every link i?. Therefore, each working link is still protected by
two p-cycles (one short and one long) with link-disjoint protection segmentg® ERPP, SFPP reuses
existingp-cycles whenever possible to save protection capacity.

Fig. 3.4 illustrates how SFPP protects a working path feaimd that traverses link 1 through link
4. Four shorp-cycles,pc; to pey, are first found to protect link 1 to link 4. These shpitycles can be

shared by the working links. For example, if link 3 can shafsewith link 1, thenpcs = pc; and no new
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Figure 3.4 p-Cycles used in SFPP Scheme.

shortp-cycle needs to be created for link 3. In the second step, we find glapgle, labeled apcs,
to cover the entire working pathcs must be link-disjoint with the protection segmepts (link1) to
peq(link4) to ensure that each working link is protected by two protection-segmentrdisjoycles.
We now explain the detail of SFPP. LEX, denote the set of existing-cycles that can protect
link e. We first find one shorp-cycle for every linke on the working pathP. During this process,
existing p-cycles will be reused if sharing is possible. Specifically, when we potiek e, we first
check whether there is@cycle in PC, that can be reused to protect A p-cycle pc can be reused
to protecte if 1) pc does not contain any edgé # e in P, and 2) for every edge’ # e in P that is
protected by, pc(e) andpe(e’) are link-disjoint. The first condition is needed becauge:ifontains
¢/, thenpc and the longp-cycle will not be protection-segment-disjoint since they both contain
The second condition is needed for the following reason. When dathd e fail, the longp-cycle
can protect neither of them since the protection segment of one link cothaimther link. So, both
links have to be protected hy:. According to Theorem 2y¢(e) andpc(e’) must be link-disjoint. We
define a functiorcheck_sharel(pe, e) that returns true when the two conditions are satisfied. That
is, if check_sharel(pc, e) returns true, thepc can be reused to proteet Otherwise,pc cannot be
reused to protect. In this case, we need to compute a newycle for e with the requirement that
it does not contain any edgé # e in P. After we have found a shogi-cycle for each linke in
P, we compute a long-cycle as follows. We first remove all links iR and all links belong to the
protection segments (provided by the sherycles) of all the working links inP. We then compute
the shortest patl§ P from the source to the destinatiorl. Finally, we combineS P with the reverse

direction of P to form a longp-cyclepc;. After pc; is obtained, we check whether there is any invalid
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sharing ofp-cycles as follows. For each linkin P and each link’ that is not inP, if e ande’ share a
shortp-cycle pc, we check whether the sharing is valid according to Theorem 2. We defungction
check_share2(e, €', pc) that performs the check. The function returns true if the sharing b ¢ and

¢’ is valid. If the function returns false, the lopecyclepc; must contain linke’ and the sharing would
be valid if pc; does not contair’. (We will explain why in the next.) So, we removéfrom G. After

all troublesome links are removed, we recompute a lpgcle pcy. We then repeat the process of
checkingp-cycle sharing validity and computing the lopecycle until no invalidp-cycle sharing can
be found.

We now explain why an invalid sharing pé by e ande’ is caused by the inclusion efin pcy. Let
pc’ be the secong-cycle that protects’. (The firstp-cycle that protects’ is pc, which is shared by
e.) In order fore ande’ to validly sharepc, we have to make sure that when both links fail, at least one
of pc andpc’ can protect’ and at least one gfc andpc; can protece. We know at least one of the
protection segmenis:(e’) andpc’(¢’) does not contain sincepc(e’) andpc (e’) must be link-disjoint.

Therefore, there are three cases to consider.

1. Bothpce(e') andpd (e’) do not contaire: Clearly,e’ can be protected by’ when bothe ande’
fail sincepc’(e’) does not contaie. In addition, one opc andpc; can protect becausec(e)
andpcy(e) are link-disjoint and therefore at least one of them does not coataf®o,e ande’

can validly sharec.

2. pc(e’) containse andpc/(¢') does not contaim: e ande’ can validly sharec for the same reason

given in the previous case.

3. pd(¢’) containse and pc(e’) does not contair: ¢’ has to be protected by when bothe and
¢’ fail sincepc’(e’) containse. As for e, it can be protected byc; if pcs(e) does not contaie’.

Therefore, ifpcs(e) does not contair’, then the sharing is valid.

As can be seen from the above three cases, if we knamde’ cannot validly sharpc, then it must
be the case thaftc; containse’. And we can turn the sharing into a valid one by making surejhat

does not contain’.
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1:
2:

w

© o N g~

10:
11:
12:

13:
14:
15:
16:
17:
18:
19:
20:
21:
22:

23:
24:
25:
26:

27:

PCiemp = ¢, PC = ¢; flag=1,
for (Ve € P) do
protected = false;
if (3Ipc € PC., check_sharel(pe, e)=true)then
PCemp = PCemp U{pc(e)};
PC. = PC, — {pc};
protected = true;
if (\protected) then
Find the shortest-cyclepc. such thapc. does not contain any link i excepte;
PC = PC{pc.};
PCiemp = PCremp U{pe(e)}:
Ve’ # e that can be protected by,
PCo = PCy U{pce};
Remove all links inP and all links belong to the protection segment$if;.,,, from G;
Find the shortest path P from s to d and combine it with reversef to form a longp-cyclepcy;
for (Ve € P)do
for (Ve' ¢ P that sharec with e) do
if (check_share2(e, e, pc) = false)then
removee’ from G;
if (flag=1)then
flag=0;
if (flag = 0)then
Find the shortest patl P from s to d and combine it with reverse® to form a longp-cycle

pcy,
flag = 1,
goto 15;

pPC = PCU{pcrh

Ve’ # e that can be protected by
PCy = PCe U{pcy}s

ReturnPC;

Algorithm 2 SFPP Scheme
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The pseudocode of the SFPP scheme is shown in Algorithm 2. The inputdekang pathP, the
output is a sePC of p-cycles that protecP. SetPC.,,, stores the protection segments that are used
to protect the links orP.

The for loop in line 2-12 computes a short cycle for each krk P. Line 4 checks if there is a
p-cyclepc in PC. that can be reused to protectlf so, pc(e) is added intaPCieny, in line 5 andpe is
removed from the sePC. in line 6. If we cannot find an existing-cycle to protece, we compute a
new p-cycle pc. to protecte in line 9. pc. must not contain any link i excepte to ensure that it is
protection-segment-disjoint with the lopgcycle. pc. is added taPC in line 10 andpc,(e) is added
iNto PClemp in line 11. In line 12, we updat®C,, for every linke’ # e that can be protected by:..

In the next, the algorithm computes the lomgycle pc;, which must be link-disjoint withP and
the protection segments storedid;.,,,,,. Therefore, we remove all links i and all links belong to
the protection segments iRC}.,, from G in line 13. In line 14, we obtain the long-cycle pcy by
combining the shortest pahP from s to d and the reversed paiP.

The nested for loop in line 15-20 does theycle sharing validity check. For each lirkin P,
if it sharespc with another linke’ not in P, we check the sharing validity according Theorem 2. If
check_share2(e, €', pc) returns false in line 17, thepy must contaire’. So, we remove’ from G in
line 18 and set flag to O if its current value is 1. If flag is O after the nestetbép is executed, we
recomputepc in line 22. We then set flag to 1 in line 23 and repeatjthycle sharing validity check
and computation gfc until no invalidp-cycle sharing can be found.

After we find apc; that ensures aj)-cycle sharings are valid, we add it infeC' in line 25. For
each edge’ # e that can be protected by, the setPC, is updated in line 26.

The time complexity of SFPP is dominated by the computation in lines 15-24. The cappiEx
function check_share2(e, €', pc) is O(|V|?), so the complexity of lines 15-20 B(|V [*|E[*|V|?) =
O(|E|*|V]3). This block of code would be executed at mst times because at mogt| edges can
be removed fron@:. Therefore, the complexity of SFPPAY|E[*|E[*|V|3) = O(|E|**|V|3).

Since SFPP makes use of lopgycles, when failures occur in the network, some rerouted work-
ing paths may pass through redundant nodes and links since protecttohisgvis done at the two

endnodes of the failed link. This problem can be solved using the algoritbem ¢n [70], which
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removes the loop backs and release the redundant capacity by recimgfidne restored paths.

3.5 Numerical Results
3.5.1 ILP Results for Static Traffic

We use ILOG CPLEX 10.1.0 to implement the ILP on a computer with four Inteihnx2d0GHz
CPUs and 4BG of memory. A small test network with 6 nodes and 11 edgmsr{sh Fig. 3.5) is used.
Table 3.1 shows the working capacity, the protection capacity (computeceldi{.®), the protection
redundancy (ratio of protection capacity to working capacity), and theing time for different number

of connections. Each data point is the average of ten test cases.

Figure 3.5 The 6-node 11-edge network.

Table 3.1 Redundancy and Computation time of ILP

Number of connections 1 2 3 4 5

Working capacity 1.2 2.1 3.7 4.9 6.1
Protection capacity 7.1 9.4 13.8 15 18.4
Protection Redundancy592% 448% 373% 306% 302%
Running Times (s) 0.034 091 59.8 1304 11684|2

The table shows that as the number of connections increases from 1 égbotaction redundancy
decreases from 592% to 302%. This is expected begauagele sharing can be better exploited when

more connections exist in the network. On the other hand, the running tineages exponentially as

the number of connections increases.
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3.5.2 Comparison of SPPP and SFPP

We conduct simulations to compare the performance of SPPP and SFRRnmmdmental traffic
and dynamic traffic. Two networks, the SMALLNET network and the CC®rgetwork (Fig. 3.6),
are used in the simulations. In each simulation run, a set of randomly gahemateection requests
are loaded to the network. For each connection request, the workingspatiited along the shortest

path between the source and the destination.

a) SMALLNET b) COST239

Figure 3.6 Two Test Networks.

In the first set of simulations, we consider incremental traffic. That ignaasthd never terminates
once it is satisfied. The capacity of the network link is set to infinity. The tatailver of wavelength
channels used by all the working paths and by allgfeycles are recorded for each simulation run.
In Fig. 3.7, we show the performance of SPPP and SFPP under diffeafit load in SMALLNET
network. The results shows that SFPP uses less wavelength channaistéztion than SPPP under
all traffic loads. Specifically, SFPP achieves a 16.4%-18.3% reductioavelangth usage over SPPP.
The reason for SFPP to ourperform SPPP is that SFPP useg-oyales that have more straddling
links so that higher protection efficiency can be achieved.

In Fig. 3.8, we show the performance of SPPP and SFPP in COST239rketgain, SFPP uses
less wavelength channels for protection than SPPP under all traffic |IBadsifically, SFPP achieves
a 21.5%-24.5% reduction in wavelength usage over SPPP. The improveim8RPP over SPPP is
bigger than that in SMALLNET network. This is because the COST239 n&tisalenser. So, long

p-cycles tend to have higher protection efficiency due to the inclusion of staddling links.
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Figure 3.7 Wavelength usage of SPPP and SFPP in SMALLNET.
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Figure 3.8 Wavelength usage of SPPP and SFPP in COST239.
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Figure 3.9 Protection redundancy of SPPP and SFPP in SMALLNET.
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Figure 3.10 Protection redundancy of SPPP and SFPP in COST239.

Fig. 3.9 and Fig. 3.10 compare the protection redundancy of SPPP aritl fSFBMALLNET
and COST239, respectively. Both figures show that the protectiomdediey of SPPP and SFPP
drop slightly as the number of connections increases, which is consisiténthe ILP results. The
redundancy of SFPP is much lower than that of SPPP. For SMALLNERPSi€hieves 16.4%-18.3%
reduction in redundancy over SPPP; For COST239, SFPP achied®$ 234.5% reduction in redun-
dancy over SPPP.

In the second set of simulations, we consider dynamic traffic. In each dioutan, 5000 ran-
domly generated connection requests are loaded to the network and titeragfeis recorded. The
arrival of traffic follows Poisson distribution with connection requests per second and the duration of
the request is exponentially distributed with a mean pf The traffic load measured in erlangs\ig..
The capacity of the network link is set to 10 wavelengths.

In Fig 3.11, we compare the reject ratio of SFPP and SPPP under diffeatfic loads (in erlangs)
in SMALLNET network. The results show that SFPP performs better thddPSkhen traffic load is
above 32 erlangs. However, SFPP performs worse than SPPP whiienldead is below 32 erlangs.
This can be explained as follows. When the traffic load is low, there is ratginconnections to fully
utilize the protection capacity provided by the lopgycles. However, when the traffic load becomes
high, the longp-cycles can be fully utilized and they can provide more efficient protectian those

p-cycles created by SPPP.
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Figure 3.11 Reject ratio of SPPP and SFPP in SMALLNET.
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Figure 3.12 Reject ratio of SPPP and SFPP in COST239.
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In Fig 3.12, we compare the reject ratio of SFPP and SPPP under diffiexiic loads in COST239

network. Again, the results show that SFPP performs better than SPRP higt traffic loads and

performs worse than SPPP under low traffic loads.

3.5.3 Comparison of SPPP and the Algorithms in [4]

Table 3.2 Comparison of Algorithms

Algorithm [ Il MADPA | SPPP
Protection ratio 100% | 100% | 98.8% | 100%
Protection redundancy 200% | 200% | 200% | 259%
X Cpaqe With signaling| 26 18 N/A 6

X Cyyg with signaling | 9.34 | 8.64 N/A 4.4
X Chaz WO signaling | N/A N/A 24 4
XCavg Wo signaling | N/A | N/A 7.3 4

We compare SPPP with the three approaches—Method I, Method Il, arfdP#Aproposed in

[4] as shown in Table 3.2. The network topology used is the 20-node BARPANET network.

Protection ratio is the percentage of double-link failures that can be pedterotection redundancy

is the ratio of the total protection capacity to the total working capadity,,, ., andX C,,, denote the

worst-case and average number of optical cross connects that needdofigured upon a double-link

failure. When a link fails, Methods | and Il require that all nodes in the pdtvare informed of the

failure through signaling. However, this is not required for MADPA. BRRan operate with or without

signaling of the failure event. If, upon a link failure, the traffic on the linkestson bothp-cycles

simultaneously, then signaling is not required. In this case, a total of 4 caysections are needed

to recover from any double-link failure because the two endnodesabrf faded link need configure

their cross connects to direct the traffic onto fheycles. On the other hand, if only opecycle is

used to restore the traffic upon a link failure, then signaling of failure igireq and a total of 6 cross

connections are needed to recover from a double-link failure in thet wasge. The worst case occurs

when the second failure affects theycle used to protect the first failure. In this case, when the first

link fails, both endnodes configure their cross connects to direct thie tvato the firsip-cycle for this

link. When the second link fails, the endnodes of the link configure thessctonnects to direct the
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traffic onto one of the twgp-cycles that is not affected by the first link failure. After the endnodéised
first failed link learn that the second failure affects theycle being used, they reconfigure their cross
connects to direct the traffic onto the secgndycle for this link. Thus, a total of 6 cross connections
are needed. The results in Table 3.2 show that while SPPP has higheatiprotedundancy than the
other three methods, the number of cross connections required is mucltsiessp-cycles are pre-
configured, SPPP requires only the endnodes of the failed links to comfigeir cross connects. On
the other hand, cross connects have to be configured by every lmmdgethe protection path in the
other three methods. Thus, SPPP is much faster in restoration than the othedsn®asically, SPPP
trades off protection redundancy for restoration speed. Comparedheitither methods, SPPP’s gain

in restoration speed is much larger than its loss in protection redundancy.

3.6 Conclusion

In this chapter, we consider the problem of protecting connections agaimdink failures. The
basic idea is to protect each working link with twecycles with link-disjoint protection segments. We
present an ILP model to compute the optimal sep-afycles for protecting a set of static demands.
We also propose two protection schemes — SPPP and SFPP — for dynamiwdderibe numerical
results show that SFPP is more capacity efficient than SPPP under intaéinafiic and SPPP has
slightly better failure recovery performance than SFPP. Under dynarffic t&PPP has lower blocking
than SFPP when the traffic load is low and has higher blocking than SFP® tiwadraffic load is
high. Compared with the algorithms proposed in [4], SPPP trades off fimigedundancy for fast

restoration speed.
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CHAPTER 4. AHYBRID PROTECTION/RESTORATION SCHEME FOR
TWO-LINK FAILURE IN WDM MESH NETWORKS

4.1 Introduction

In this chapter, we propose a new hybrid protection/restoration schena@dbeltwo-link failures.
Unlike existing protection schemes that require two link-disjoint backup pgatheach demand or
link, our scheme only requireanebackup path for each demand which leads to significant saving in
backup capacity. Unlike backup reprovisioning schemes, our schemgutes new backup paths for
unprotected demanddterthe second failure occurs so that unnecessary reprovisioning issavaitie

key ideas of our scheme are the following:

e Each demand is assigned a single backup path. Backup capacity isstksemensure all the
demands whose working path is affected by the two-link failure and whaskup path is not

affected by the two-link failure can be restored using the pre-planngdupgaths.

e For those demands whose working path and backup path are bothaffgdtes two-link failure,
dynamic restoration is used to find new backup paths for the demands &fteedbnd failure

occurs.

Basically, our scheme uses protection to ensure that most of the affestethds can be restored
using the pre-planned backup paths upon a two-link failure. For the dismant restorable with pro-
tection, we use dynamic restoration to find new backup paths for them. @emschas the following
advantages. First, most demands fafly protectedagainst two-link failures with only one backup
path pre-planned for each demand. Our backup capacity reservatibndrexploits backup capacity
sharing under two-link failures. As a result, our scheme is capabletofieg the same set of demands

as Dedicated Path Protection (DPP) with significantly less backup capacitipP@, each working
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path has a dedicated backup path. No backup capacity sharing is alld®esmbhd, for demands not
protected against two-link failures, they atgnamically restoredising the available backup capacity
upon second link failure. Our simulation results show that over 95% of thesands can be restored
with pre-reserved backup capacity.

The remainder of the chapter is organized as follows. In Section 4.2, segilde the hybrid protec-
tion/restoration scheme for two-link failures. In Section 4.3, we presentiaiion results to demon-

strate the efficiency of our scheme. Section 4.4 concludes this chapter.

4.2 The Hybrid Protection/Restoration Scheme for Two-Link Falure

In this section, we present a hybrid protection/restoration scheme fdirtwéailure where a two-
link failure consists of two sequential link failures where the second fawmirs before the first
failure is repaired. We assume the network has full wavelength-caamarapability and each demand
requires one full wavelength capacity.

Our scheme works as follows. When a demand arrives at the networkhthmtest pair of link-
disjoint paths for the demand is computed using the Bhandari algorithm [B& shorter path is
established as the working path and the longer path is reserved as thi Ipath, i.e, backup capacity
is reserved on the backup path but the backup path is not set up. Wiverliak failure F' occurs, we

can divide the current demands in the network into the following three sets:

e S, it contains the demands whose working path is not affectefl.bijhese demands are called

unaffected demands

e S, it contains the demands whose working path is affected’tand whose backup path is not

affected byF'. These demands are callsgrvivable demands

e S, it contains the demands whose working path and backup path are bettedfbyF'. These

demands are callatbnsurvivable demands

When F' occurs, demands i§,, heed no restoration since their working paths are not affected.

Demands inS; lose their working paths because Bf but their backup paths are intact. If enough
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backup capacity is reserved on their backup paths, these demands oestdred. In section 4.2.1,
we present a backup capacity reservation scheme that ensures afidseimé,; can be restored upon
any two-link failure. The demands i#}, lose both their working paths and their backup paths wiien
occurs. So new backup paths need to be found for these demand®te tke traffic. In section 4.2.2,

we describe a dynamic restoration scheme to restore these demands.

4.2.1 Backup Wavelength Reservation Scheme

To compute the number of backup wavelengths needs to be reservediotinkato ensure the
recovery of demands i, we introduce a new scheme based on the link-vector scheme proposed
in [69]. The link-vector scheme in [69] can explore the backup-shapimtgntial between different
demands and determine the minimum number of backup wavelengths requieadiofink to ensure
full protection against any single-link failure. However, as will be illustidielow, this scheme cannot
guarantee all demands H can be restored upon a two-link failure. In this section, we propose a new
link-vector scheme which provides this guarantee.

We first introduce the original link-vector scheme in [69]. In this scheraehdink in the network
is associated with a vector oF| elements, wheré’ is the set of links in the network. Let denote
the link-vector for linke, an element¢ (¢/ € E) of v, is an integer indicating the number of demands
whose working path traversesand whose backup path travergedo protect all the demands against
any single-link failure, the number of backup wavelengths needs to beseskon linke is

v¥ = max /¢ 4.1
e = Inax v, (4.1)

Although reserving/} backup wavelengths on every liskn the network ensures all affected demands
can be restored upon a single link failure, some demands ican not be restored when a second
failure occurs due to insufficient backup wavelengths. This is illustratédgn4.1. There are three
demands AD, BC, and GH. Their respective working paths are routedd/B-C-D, B-C, and G-H,
as indicated by the dotted lines. Their respective backup paths are omaeted-G-H-D, B-E-F-C, and
G-E-F-H, as indicated by the dashed lines. To protect against any imigfailure, only one backup

wavelength needs to be reserved on each link used by the three baatksp Im particular, only one
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backup wavelength is needed on liakeven though it is used by two backup paths. That is, we have
v;, = 1 becausegl = vZ2 = 1 and all other elements of,, are 0. Consider a two-link failure
event wheree; fails first and theres fails. Whene; fails, the AD demand and the BC demand can
be restored using their backup paths. Whgihails, the GH demand (a survivable demand) cannot be
restored using its backup path G-E-F-H because only one backupengtkeis reserved on E-F and

this backup wavelength has been used to restore the BC demand.

Figure 4.1 An example network with three demands: AD, BC, and GH. Working
paths are shown in dotted lines. Backup paths are shown in dashed
lines.

We now present a new link-vector scheme that reserves enoughaekelengths on each link to
ensure the restoration of all survivable demands. In the new schenmeyrttieer of backup wavelengths

needs to be reserved on liake E, denoted by}, is computed as follows:

vy = max (Vo4 Vel — n(es, e;5)) (4.2)
Vei,ej,ei#e;

wheren(e;, ;) is the number of working paths that traverse bettande;. Note thatv$ + ve’ —

n(es, e;) is the number of backup wavelengths required ¢mrestore all the survivable demands when
bothe; ande; fail, which is equal to the number of demands whose working path traveitbese; or

e; (or both). The minus.(e;, ;) term is needed to avoid double counting the demands whose working
path traverses bothy ande;. By considering all pairs of; ande; and taking the maximum value of

Ve +vg — ne;, e;), equation (2) ensures that the number of backup wavelengths résemviak e

is the minimum required to allow all the survivable demands to be restored mydwa-link failure.

Consider the example in Fig. 4.1. According to equation (2), we bgve- v¢! + vg3 — n(er, e3) =
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1+ 1— 0= 2. Sowe need to reserve two backup wavelengths,do ensure all survivable demands
can be restored upon a two-link failure. Suppeseand ez both fail, then we have two survivable

demands: BC and GH. Both of them can be restored when two backupewgties are reserved ep.

4.2.2 Dynamic Restoration Scheme for Nonsurvivable Demands

In this section, we describe a scheme for dynamically restoring the navedolerydemands upon a
two-link failure.

Let d be a nonsurvivable demand with souscand destination. Letl; = (a, b) be the first failed
link, which affects pathy, of d. Letly, = (z,y) be the second failed link, which affects pathof d.
Note that ifp; is the working (or backup) path, then is the backup (or working) path. Fig. 4.2 shows
a nonsurvivable demand affected by two link failures. We note that tHectadfd must be carried on
pathp, whenis fails. This can be seen as follows gif is the working path, then the failure Qfcauses
the traffic to be switched to the backup path On the other hand, if; is the backup path, then the
failure of [; will not affect the working pathp- so thatp, continues to carry the traffic aftér fails. In
both casegy, carries the traffic whefy, fails. If we can find a backup path betweemndy that does

not usel; andls, then the traffic can be quickly restored using this backup path.

Figure 4.2 A nonsurvivable demand affected by the failures of link= (a,b)
and linkly = (z,y). Traffic betweers and¢ can be restored by finding
a feasible path betweenandy (dashed line).

We define a feasible path between two nodes as a path that satisfy two awdifiche path does
not contain; andi,; 2) each link on the path has a free wavelength (a backup wavelengthsisleced
free if it is not used by any activated backup path). Our restoratioamsetworks as follows. When

link [5 fails, we find the shortest feasible patbetweenr andy (shown in dashed line in Fig. 4.2) and
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use this path to route traffic around lifkk, y). Thus, the restoration path fdrconsists of the path from
s to z, pathp, and the path frony to ¢. Note that if a feasible path betweerandy cannot be found,
thend cannot be restored. In this restoration scheme, the source nodealoesed to be informed of
the failure ofl,. Whenl, fails, our restoration scheme will compute the backup path betweeay,
set up the backup path using a signaling protocol, and switch the traffictntmckup path.

An alternative restoration scheme fis to compute the shortest feasible path between saurce
and destination and switch the traffic onto this path whéxfails. We call this scheme thend-to-end
restoration schemdn contrast, our scheme id@cal restoration schemghat reroutes the traffic around
the failed link instead of finding an end-to-end restoration path. The #alyawf our local restoration
scheme is that it provides faster restoration than the end-to-end resicsatieme. This is due to
two reasons. First, in the end-to-end restoration scheme, the failurdingtecdex needs to send a
message to sourceto notify it of the failure ofl, becauses is responsible for switching the traffic
onto the backup path. This is not needed in our local restoration schexmends our local restoration
scheme requires shorter time to set up the backup path. This is becausekhbp path used by our
local restoration scheme is found between the end nodes of the sededdifé; this backup path is

generally shorter than the end-to-end backup path used in the end-testaration scheme.

4.3 Numerical Results

In this section, we present some numerical results to show the perforratoae hybrid protec-
tion/restoration scheme. We use the 47-node 98-link DISTRIBUTED né&tgigen in [71]. We first
study the capacity efficiency of our backup wavelength reservatiognsetand then study the perfor-

mance of our local restoration scheme for nonsurvivable demands.

4.3.1 Results for the Backup Wavelength Reservation Scheme

First, we compare the backup capacity requirement of dedicated patlctotéOPP), shared
path protection (SPP), and our hybrid scheme. All three schemes assiggla backup path for
each working path. However, they differ in the backup capacity rasiervstrategy used. DPP does

not allow backup capacity sharing, so it can protect all survivable ddmagainst two-link failures.
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SPP reserves backup capacity according to equation (1), which expéaksip capacity sharing to

protect all demands against single-link failures. Although more capadéitjesit than DPP, SPP cannot

restore all survivable demands due to backup capacity contention upanlak failure. Our hybrid

scheme reserves backup capacity according to equation (2), whitditexyackup capacity sharing

while ensuring all survivable demands can be restored upon a two-llnkefa
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Figure 4.3 Number of backup wavelengths used by DPP, SPP, and Hybri§-
TRIBUTED network.

Fig. 4.3 shows the number of backup wavelengths used by DPP, SPBuamgbrid scheme

for demand sets of different sizes in DISTRIBUTED network. We olasénat Hybrid requires less

capacity than DPP and requires more capacity than SPP for all demandhgbtil exploits backup

capacity sharing to reserve the minimum amount of backup capacity needestdace all survivable

demands. This leads to 25%-27% reduction in backup capacity compar&Ptehat does not exploit

backup capacity sharing.

Table 4.1 Redundancy of DPP, SPP, and Hybrid in DISTRIBUTED nétwor

No. of Demands 500 1000 1500 2000 250
SPP 0.61 059 058 0.59 0.5¢
Hybrid 0.93 090 0.90 0.90 0.8
DPP 1.23 123 123 123 1.2]

Table 4.1 compares the redundancy of DPP, SPP, and Hybrid in DISTREB network, where

redundancy is defined as the ratio of total backup capacity to total wockipgcity. We observe that
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Hybrid has lower redundancy than DPP and higher redundancy thentsM®rid is highly capacity
efficient as its redundancy is less than 1.

Next, we consider all possible two-link failures for each demand setesutd the percentage of
demands that belong 1%),, S5, andS,,. The results are presented in Table 4.2 where the data shown is
the average taken over all possible two-link failures. We observe thatlfdemand sets, about 92%
of the demands are not affected by the two-link failure, less than 7.5% afetfmands are survivable
demands, and less than 0.5% of the demands are nonsurvivable deflaisdshows that on average
only about 8% of the demands are affected by a two-link failure. Suslévdemands accounts for 94%
of the affected demands and can be restored by our hybrid schemehesiprg-planned backup paths.
The remainning 6% of the affected demands are nonsurvivable demandsuthbe restored using our

dynamic restoration scheme.

Table 4.2 Average Percentage of Unaffected, Survivable, anduxdwable De-
mands in DISTRIBUTED network

No. of Demands 500 1000 1500 2000 2500
Su 92.04 92.12 92.14 92.09 92.10
Ss 747 740 739 743 7.42
Sh 049 048 047 048 0.4

The above results show that our hybrid scheme can protect 99.5% ditiendls against two-link

failures using pre-reserved backup capacity. This is achieved with eeldandancy of 0.9.

4.3.2 Results for the Dynamic Restoration Scheme

In this section, we compare the performance of our local restoratiomsched the end-to-end
restoration scheme in restoring nonsurvivable demands. We considscénarios: limited capacity
and unlimited capacity. In the limited capacity scenario, we set the link capacigdhzm our backup
capacity reservation scheme. That is, the capacity of a link is equal to thevmiang capacity
on the link plus the total backup capacity reserved on the link. With limited cap#cithay not be
possible to restore all the nonsurvivable demands. In the unlimited capeeitarso, we set the link
capacity to infinity so that there are enough spare capacity to restoreriberaivable demands. Note

that even when there is enough capacity, some nonsurvivable demagdsomiae restored due to
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topology reason, i.e., no backup path can be found in the topology aftdirtkehave failed. For
the DISTRIBUTED network used in our study, failure of restoration dumpmlogy does not occur.
That is, both the end-to-end and the local restoration schemes are apgdtaieerall the nonsurvivable

demands under the unlimited capacity scenario.

‘ Local ——
End-to-End

0.9 r

0.8 r

Restoration Ratio

0.7 -

06 |

0.5

500 1000 1500 2000 2500
Number of demands

Figure 4.4 Restoration ratio of local and end-to-end restoration schenues u
limited capacity.

Fig. 4.4 shows the restoration ratio of nonsurvivable demands for thedstoration schemes
under limited capacity, where the restoration ratio is defined as the ratio afithieer of nonsurvivable
demands that can be restored to the total number of nonsurvivable denvdeabserve that the end-
to-end scheme has higher restoration ratio than the local scheme. This@sezkpince the end-to-end
scheme considers all feasible paths between the source and the destitmligotine local scheme is
restricted to use the intact part of the traffic carrying path as part ofdast®nation path. We also
observe that both schemes have very high restoration ratio: 0.995{0ra8é end-to-end scheme and
0.950-0.967 for the local scheme. This indicates that the amount of backa#eity reserved by our
hybrid scheme not only allows all survivable demands to be restored pggrglanned backup paths
but also allows almost all nonsurvivable demands to be restored usiagnityrestoration.

Table 4.3 shows the average backup path length of nonsurvivable derfmarthe two restoration
schemes under limited capacity and unlimited capacity. Note that the backupsealtinithe end-to-
end scheme is between the source and the destination while the backupeghiththe local scheme is

between the end nodes of the second failed link. The data shown in the tHideaigerage taken over
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Table 4.3 Comparison of Average Backup Path Length

Number of Demands 500 1000 1500 2000 250
Local (Limited Cap.) 3.83 382 381 381 3.81
Local (Unlimited Cap.) 3.28 3.28 329 329 3.2¢

End-to-End (Limited Cap.) | 7.18 7.11 7.07 7.10 7.1(
End-to-End (Unlimited Cap.) 7.16 7.10 7.07 7.10 7.0§

OO o

all possible two-link failures. We observe that the local scheme has macteshackup path length
than the end-to-end scheme in both capacity settings. This means that tteerdischeme takes
longer to set up the backup path compared to the local scheme. In addigoendhto-end scheme
suffers the failure notification delay due to the need to notify the sourcas,Tdur local restoration
scheme provides much faster recovery than the end-to-end restoretieme. We also observe that
both schemes have shorter average backup path length in the unlimitettycapse compared to the
limited capacity case. This is expected because some links in the limited capaeitaca®t be used
by a backup path due to lack of spare capacity. This will cause the baekhpo take a longer path
than the shortest path.

In practice, optical backbone network links are often over-provisionkedthis case, the local
restoration scheme will be a better choice than the end-to-end restordtEmasince it can achieve

the same restoration ratio as the end-to-end scheme while providing fatteat®n speed.

4.4 Conclusion

In this chapter, we propose a hybrid protection/restoration schemeridlihg two-link failures in
WDM mesh networks. Our scheme associates one backup path for edéhgymath and reserves the
minimum amount of backup capacity required to ensure that all survivebdadds can be successfully
restored using the pre-planned backup paths. For nonsurvivabiendis, our local restoration scheme
can quickly restore them after the second link failure by computing a bagtiparound the failed
link. The numerical results show that our hybrid scheme can protectraivable demands against
two-link failures with significantly less backup capacity than DPP. And oualloestoration scheme

provides mush faster restoration than the end-to-end restoration schienom$urvivable demands by
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establishing shorter backup paths and eliminating the need to notify the smae®f the failure.
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CHAPTERS5. INTELLIGENT p-CYCLE PROTECTION FOR MULTICAST
SESSIONS IN WDM NETWORKS

5.1 Introduction

In this chapter, we focus on the problem of protecting dynamic multicasiosssis WDM net-
works. The dynamic p-Cycle (&) scheme [61] choosesCycles from a set of pre-computed short
candidate cycles, which cannot adapt to dynamic incoming multicast regaedthas low protection
efficiency. We propose an intelligeptCycle (IpC) scheme to providg-cycle protection for dynamic
multicast sessions. When a multicast request arrives, a multicast tree isiteairipr it (using any
known algorithm) and then theyC scheme is used to compute a set of high efficigmncycles on-

demand to protect the multicast tree. The propog€ddchemes has the following attractive features.

e It provides fast restoration since pre-configugedycles are used to protect the multicast tree

links.

¢ It makes efficient use of spare capacity since a séiigth efficiencyp-cycles are computedn

demando protect the multicast tree links.

e Both intra-session sharing and inter-session sharing are achievedagincycle can provide
protection to links belonging to not only the same multicast tree, but also diffenalticast

trees.

e The capacity efficiency is further improved by combining the existiraycles whenever possi-

ble.

e Assuming sufficient capacity is available in the network, a set-oycles can always be found

to protect any multicast tree as long as the network is 2-edge-connectéslis Tot true for
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tree-based, segment-based, and path-based protection schemiesth@iflesegment-based and
path-based schemes suffer from treg topologyproblem where a backup path cannot be found

for a tree segment or tree path even though the network is 2-edgeetedne

In this chapter, we assume each node is equipped with wavelength corarateapable of con-
verting any input wavelength to any output wavelength. According to tlisraption, any lightpath
passing through the node may use a converter if necessary and thengtiveassignment is not the

key research topic in this work.

5.2 Overview of the pC Scheme

A WDM optical network is represented by a gragh= (V, E), whereV and E represent the sets
of nodes and links, respectively. A multicast sessidis denoted ags, di, ..., dx}, wheres is the
source andl; is thei'” destination.T” denotes the multicast tree associated with multicast segsion
The set of all links orl” is denoted afi and the set of all nodes dfi is denoted ad/;. We use
directedp-cycles to protect a multicast tree since multicast traffic is directed. A dirgetsgle can
protect a directed linkk — v if u — v is a straddling link of the-cycle or the directed link — «
(notu — v!) is on thep-cycle. In either case, thecycle segment from to v can be used to route the
traffic around the linke — v when it fails. C{ — v) denotes the free capacity on the directional link
U — .

Given a multicast tre@ and ap-cyclec that can protect some link(s) dn we define the efficiency
ratio (ER) ofc as the ratio of PE(c)| to |¢|, where PE(c) denotes the set of links ivr that are
protected byc and|c| denotes the number of links an It is also possible that this p-cyctecan
provide protection for upcoming multicast requests. We Bsgéc) to denote the links in all multicast
requests protected kyPFE(c) C PA(c)). Note thatc| is equal to the number of wavelength channels
used bye. Clearly, the larger is ER, the more efficientis protecting the tree links.

Given a multicast tre&", our IpC algorithm, formally presented in Algorithm 3, is used to find a
set PC of p-cycles to protecfl’ so that every link inEr is protected by somg-cycle in PC. The

framework of the algorithm is as follows.
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(1) Forevery link inEp, there are two options to protect it: finding a ngweycle for it, or extending
an existingp-cycle in PC to protect it. Hence, we can find at most 2%-| p-cycles for all links

in Er.

(2) Letp be thep-cycle with the maximum ER among all thecycles found in (1). We addto PC

and remove all links ir- that can be protected by
(3) We combinep with the othem-cycles inPC to reduce the wavelength usage of theycles.
(4) If Epr becomes empty?’C is returned; otherwise, the above steps are repeated.

Three algorithms are used by owQ algorithm. Algorithm 2 and Algorithm 3 are used in Step
(1) to compute a new-cycle and an extendedcycle to protect a link inEp, respectively. Algorithm
4 is used in Step (3) to combinewith the otherp-cycles in PC. In the following, we discuss the
detail of Algorithm 1. We then describe Algorithm 2, Algorithm 3, and Algorithrin the next three

subsections.

Algorithm 3 Findp-Cycles to Protect Multicast Trég

1. PC=¢
2: Remove every link inE that can be protected by an existingycle
3: while (E7 # ¢) do
4. Temp=¢
5. for everye € Er do
6 Find a newp-cycle p,.., for e using Algorithm 4 and add,,.., to T'emp
7 if PC # ¢ then
8 Find an extendegd-cyclep.,: for e using Algorithm 5 and add..;: to Temp
9: if Temp = ¢ then
10: Return NULL
11:  Findp in Temp with the maximum ER and addto PC
12:  if pis extended from a-cyclep; in PC then
13: Removep; from PC
14:  Remove the links it P(p) from Ep
15:  UpdatePC based orp using Algorithm 6
16: ReturnPC

The purpose of Algorithm 1 is to find a sBC of p-cycles such that every link ik is protected

by somep-cycle in PC'. Since some of the links it may be protected by some existipegcycles
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formed for existing multicast/unicast sessions, we first remove all links #mebe protected by reusing
the existingp-cycles fromEy (in line 2). Ve € Er, if p-cycle ¢ can proteck, PC(c) = PC(c) Ue.
Then we start the process of iteratively buildjmgycles for every linke in E7. We use seP(C to store
newly built p-cycles.

In line 6, we find a new-cycle for link e using Algorithm 4. Basically, Algorithm 4 finds a set
of p-cycles that can proteetand returns the-cycle with the maximum ER. In lines 7-9, RC is not
empty, we find an extendedcycle fore using Algorithm 5. Basically, Algorithm 5 finds the maximum
ER p-cycle that is extended fromgacycle in PC. After the for loop in lines 5-10 are executed, every
link e in £ has at most two candidagecycles,p,.., andp.,;:. All thesep-cycles are stored in set
Temp.

In line 11-13, if the sefl’'emp is empty, then NULL is returned. This occurs whenmoycles
could be found due to lack of spare capacity in the network. As a rdsglnnot be protected.

In line 14-17, we choosg-cycle p with the maximum ER fronT'emp and adg into PC. Further-
more, if p is extended from a-cycle in PC, we remove the original-cycle from PC. Sincep may
protect one or more links i, we remove all these links frofy in line 18.

In line 19, Algorithm 6 is used to updaieC' based orp. Specifically, Algorithm 6 combines
with the otherp-cycles in PC to reduce the wavelength usage of fiieycles without affecting the
protection of the links inp.

When Ep becomes empty, the algorithm returR€’, which contains a set gf-cycles that protect
all the links inE7. V p € PC, Ve € p, the free capacity of directional link e needs to be decreased by

one.V p € PC, we also need to update the protected linkBdt(p).

5.3 Finding Newp-Cycles

We now present Algorithm 4, which finds a newacycle for linke = ny — no in Ep. The new
p-cycle contains linkny — ny and therefore can proteet The basic idea is to perform breath-first
searches fronm; andn, at the same pace until these two searches arrive at some common node(s),
indicating the finding of one or mogecycles. Among the foung-cycles, the one with the maximum

ER is returned.
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The algorithm uses the following notations:

e (G; andGy: storing all nodes that have been reached by the breath first sedrohenodes:;

andng, respectively. InitiallyG; = {n1} andGy = {ns}.

e G! and G%: storing nodes which were added infy and G2 in the most recent step of the

breadth first searches. Initiallg = {n;} andG% = {n,}.

e PL;: noden;'s parent list, storing the nodes through whichis connected ta, or ny. The first
node in the list is called thprimary parentand the other nodes in the list are calkmtondary

parents

The detail of the algorithm is explained as follows. To fing-aycle that includes linkiy, — ny,
there must be a free wavelength on this link. Line 2-4 check whether thiditmmnis met. If not,
NULL is returned to indicate that we cannot fingh-&ycle to protect linkn; — ns.

Before performing the Breadth First Searches (BFS), we removéiink:s) from G in line 5 to
make sure BFS does not consider this link.

Lines 6-11 perform the BFS starting from andn., respectively, until (1) some node(s) is found
to be in bothG; and G4, (i.e. G1 N G2 # ¢), which indicates at least one cycle has been found, or,
(2) the BFS could not continué&{ = 0 or G4 = ), which means there is not enough spare capacity
to create g-cycle. During the breadth-first search, we need to make sure that thbdmthe free
capacity on the correct direction. Specifically, in linevs,; € G, to run breadth-first search for one
step to access nodg, we need to make sure there is free capacity in fink— n;. And in line 9,

Vn; € GY, to run breadth-first search for one step to access nedee need to make sure there is free
capacity in linkn; — n;.

In line 12-14, NULL is returned if there is no common node betw&grand G5, which indicates
no p-cycle could be found due to lack of spare capacity.

Lines 15-26 update the parent list for everye G N G as follows. Ifn;'s primary parent is in
G (or G3), then we consider every nodg in the setG} — (G N Gs) (or G4 — (G N Gy)). If there
is an edge betweemn; andn; in G, thenn; is added toy;'s parent list. This is because the facts that

has been reached in the most recent step of BFS frofor n,) and there is an edge betweepand
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Algorithm 4 Find a newp-cycle for linke = ny — no

Gi =G = {nl}; Gé =Gy = {ng}

PL; = ¢forallnodei € V

if link no — ny has no free wavelengthen
Return NULL

Remove link(n1, ng) from G

repeat
Run breadth-first search for one step¥Yoti; € Gﬁ
UpdateG; andG?; UpdatePL; for Vn; € GY
Run breadth-first search for one step¥You; € G}
UpdateG> andGY; UpdatePL; for Vn; € G}

cuntil GINGe #DorGE =0 orGL =10
cif Gy NGy = 0 then

Return NULL

. for (V n; € Gp ﬂGz) do

if n;’s primary parent G then
tmpSet = G — (G1 N G2)
else
tmpSet = G — (G1 N Ga)
for (V n; € tmpSet) do
if link (n;,n;) € £ then
PL,=PL;U {nj}

: for (V n; € Gy N Gs) do

Path; = GetPathg,);

for (Vsecondary parent nf € PL;)do
Pathg ={n;} U GetPath(ng);
CombinePath; and Path! to build cycleC!

. Pnew = thep-cycle with the maximum ER among all thyecycles built
: Returnpy,e

. Function GetPath)
. Path = {n.}
: while (n;'s parent listPL # ¢) do

n; = the primary parent itP L.
Path = Path U {n;}

. ReturnPath
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n; in G indicate that there is a path from to no (or ) vian;. Note that whenever the BFS reaches a
noden, n’s parent list is updated (in line 8 and line 10) to include the node via whistreached. This
update occurs during the BFS and is different from the update in lin&61&ich is done after the
BFS stops. Specifically, in lines 15-26, is added to the parent list of because:; can be reached
from n; using BFS, not because has been reacheflom »; using BFS. Due to the update done both
during the BFS and after the BFS, every naodec G; N G2 has one primary parent via which it is
connected tm; (or ny), and a set of secondary parents via which it is connected {or n,).

In Lines 27-33, for every,; € G1 N G, ifits primary parent is inG; (or Gs), then we find its only
path Path; to rootn; (or ng) via its primary parent an® ;| — 1 paths fromn; to the other rooti, (or
n1) via its secondary parents. After we get all these paths, we condhitk; with each of the other
|PL;| — 1 paths to form PL;| — 1 p-cycles. Note that all formeg-cycles have linki; — n; as an
on-cycle link. Finally, Lines 34-35 select thecycle p,.., with the maximum ER from all the formed
p-cycles and returp,,e,,.

FunctionGet Path is used by Algorithm 4 and is defined in Lines 37-43. This function finds the
path from the input node to one root;(or ns) by following the node’s primary parent step by step,
and returns the path.

We illustrate Algorithm 4 using the example shown in Fig. 5.1. To find a pesycle for link
n1 — ng, We first remove linkn;, n2) from the graph. Next, we perform BFS from andn, at the
same pace. After one step of BRS;={ni,n3} and Gy={n2, ns, ng, n7}. After two steps of BFS,
G1={n1,ns3,nq4} andGo={nq, ns, ng, n7, n4, ng}. We stop the BFS now sina&; N Gy = {n4} # ¢.

At this time, PLy = {n3,ns,ne}, Whereng is ny's primary parent anchs, ng areny’'s secondary
parents. Nextng is added toP L4 according to lines 15-26. Thusg becomes the third secondary
parent ofns. Sinceny’s primary parents is in G1, there is only one patiathy = ngy — n3 — nq
from ny to ny. On the other hand, sinag, has three secondary parents,(ng, ng), it has three paths
to no, which arePath}l = n4 — N5 — N9, Path?l = n4g — Ng — N2, andPathi = ng — ng —
n7 — ngy. Therefore, we can find threecycles for linknl — n2 by combiningPath4 with Path},
Path? and Path3, respectively. The resulting-cycles are{n; — n3 — n4 — ns — nz — n1},

{n1 — n3 = ng = ng — ng — ny1} and{n; — n3 — ng — ng — ny — ny — n1}. Among these
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..................

Figure 5.2 Extend an existingcycle to protect linke

threep-cycles, the one with the maximum ER will be returned by Algorithm 4.

5.4 Extending Existingp-Cycles

In this section, we present Algorithm 5, which findg-&ycle that is extended from @cycle in
PC to protect a linke = ny — ns in Ep.

The basic idea of Algorithm 5 is as follows. For everncyclep € PC, if p can be extended
to include linkns — n; or include nodes; andns, then extension is performed to produce a new
p-cycle that can proteet, which is added to sat PC'. After all p-cycles inPC have been considered,
the algorithm chooses from PC' the p-cycle with the maximum ER and returns it.

Consider a-cyclep and a linke, we can exteng to protecte according to the following two cases.

Case |: One endnode ot is already onp

The left graph in Fig. 5.2 shows an example, where ink n; — ny needs to be protected and

one endnode of the link (i.eny) is already orp. If p can be extended to also include the other endnode
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Algorithm 5 Find an extendeg-cycle for linke = n; — ng

1. EPC = (;
2: for (Vp; € PC) do
3:  for (Vn; onp;) do

4; u = ny, v = next-hop node of, on p;;
5 while (no node on segment— v, excludingu andv, belongs to the multicast tre@)(v # w)
do
6: if neither endnode af is onp; then
7 ny1 = the virtual node representirg
8: Find Path,: the shortest path from to n, that is link-disjoint withp;
9: Find Paths: the shortest path from; to v that is link-disjoint withp; and Path
10: Goto 16 if Path, or Pathy cannot be found
11: Extendp; to cyclew by replacing segment — v with the concatenation dPath; and
Pathg
12: if p” can protect then
13: Add p!™” to EPC
14: v = the next-hop node af onp;

15: if EPC = ¢ then

16:  Return NULL

17: pest = thep-cycle with the maximum ER among alicycles inEPC.
18: Returnpg,;

Ol LAC U Zyl_ilsl
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of the link (i.e.,n;), thene will be protected. We extenglin the following way. Selecting two nodes
u andv on p and two paths: — n; andn; — v such that the following rules are followed. Then

replacing segment — v on p with the concatenation of — n; andn; — v.

(R1) Pathu — n; and pathn; — v should be link-disjoint with each other, and also link-disjoint with
p. Otherwise, replacing segmemt— v with the concatenation af — n; andn; — v will not

result in ap-cycle.

(R2) After the extension, linkk; — no should not become an on-cycle link. Otherwise, if this link
fails, an alternative path from; to n, cannot be provided by thecycle. On the other hand,
if link n; — no becomes a straddling link or links — n; becomes an on-cycle link after the

extension, then the extendgetycle can protect link.

(R3) There should be no multicast tree nodes appearing on segment. Otherwise, replacing this

segment may cause some links on the multicast tree to lose protection.

In Algorithm 5, the for loop from line 3 to line 18 computes a sepeafycles extended from an
existingp-cyclep; € PC to protect linke = n; — no. Here, we consider every possible paincdnd
v 0Np;, one by one. Line 5 checks if there is any multicast tree node appearisggoment: — v to
ensure rule (R3) is followed. Lines 9 and 10 check if the paths n; andn; — v are link-disjoint,
and if they are link-disjoint wittp;, to ensure rule (R1) is followed. When searching the shortest path,
we just need consider the directed links with free capacity. Specificatliin®9, all directional links
on the path(fromu to n1) must have free capacity. In line 10, we also check that all directionad link
on the path(frorm, to v) have free capacity. Line 13 checks if rule (R2) is followed. pdtycles
extended fronp; that have passed the above checks are put ify s&t'.

Case II: No endnode ofe is onp

The right graph in Fig. 5.2 shows an example, where déink n; — no needs to be protected and
none of its endnodes is gn We deal with this case by viewingas a virtual node and adding this
virtual node into an existing-cycle using the method described in Case I. Lines 6-8 in Algorithm 5

handles this case by setting to be the virtual node. In this case, the extengeycle must have link
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ne — n1 as an on-cycle link in order to proteet That is, the direction of the extendgetycle must
be opposite to the direction ef

In Algorithm 5, for everyp-cyclep; € PC, a set of extendeg-cycles are computed and put into
EPC based on the two cases described above. If no extepagdles can be found due to lack of
spare capacity, then NULL is returned. This case is dealt with in lines 2@#&rwise, the-cycle
with the maximum ER among all-cycles in EPC is selected to protect and is returned in lines

23-24.

5.4.1 Updating thep-Cycle SetPC

In this section, we describe Algorithm 6, which is used by Algorithm 3 to upttee-cycle set
PC after ap-cyclep is added taPC. The update involves combiningwith the othem-cycles inPC
in a way that reduces the wavelength usage oftbgcles while not affecting the existing protections
of the links in Ep. The combining of the-cycles continue repeatedly until no more combinations can
be done.

Consider twop-cyclesp andp;, we can combine them to create a ngwycle according to the
following two cases.

Case I:p and p; have one or more common edges

In this casep andp; have one or more common edges with opposite directions. An example is

shown in Fig. 5.3. In this example, = n1 — no — n3 = ns--- — nj--- = n, — ng and

P = ng — ng — ng — ng--- — n;--- — ng — ng share two common edges with opposite
directions.p andp; can be combined to obtain a ngacyclep, = n3 — ns--- = nj--- = ny —

ny — ng--- — n;--- — ng — ng. If p. can protect all the tree edges that are protected by either
orp; (i.e., PE(p) U PE(p;) C PE(P.), thenp. can provide the same protection with less wavelength
usage. Since the newcycle p,. is more efficient, we will adgh,. into PC' and removep andp; from

PC.

Case IlI: p and p; have two common nodes

Whenp andp; have two common nodes, they can be combined to create augale as shown

in Fig. 5.4. In this Figurep = n; — ...ng — ...n3 — ... N5+ — Nj-+ = Ny — N1
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andp; = n3g — ...ng — Ny — ...Ng--- — MNj--- — Ng--- — nzg have two common nodes:
ni; andns. Two different newp-cycles can be obtained by combinipgand p;. The first one is
Pel =M1 —> ...Mg—>...N3 — ...Ny — ...n1. Thesecondone igs =ny — ... N — ...N; —
Mg = ...n3 = ...n5 — ..M — ..My, — ...n1. If one of the two newp-cycles can protect
all the tree edges that are protected by eigher p;, then it can provide the same protectionpaasnd
p; With less wavelength usage. Since this neweycle is more efficient, we will add it inté’C and

removep andp; from PC.

Algorithm 6 Update sePC based on the newly addeecycle p

1: Sizege = |PC|; Sizeay = 0;
2: while Sizeg. > Sizesy do

3 Sizeg. =|PC|, NC = true ,i =1;
4:  while NC andi < |PC| do
5: if p andp; have one or more common edghsn
6: pe = combination ofp andp;
7 if (PE(p) U PE(p;) € PE(p.)) && Simplef.) then
8: NC = false;
9: if NC andp andp; have two common nodeken
10: pe1 = First combination op andp;
11: pe2 = Second combination gf andp;
12: if (PE(p) U PE(p;) C PE(pa)) && Simplef,;) then
13: NC = false;
14: Pc = Pc1
15: else
16: if (PE(p) U PE(p;) C PE(pe2)) && Simplef.2) then
17: NC = false;
18: Pc = Pc2
19: if INC then
20: PC = PC —{p} — {pi} + {pc}
21: 1+ +;
22:  Sizeas = |PC|
230 p=1Dpec

24: ReturnPC

In our algorithm, non-simple p-cycle is not allowed and each combined le-éyand in the loop
will be checked to guarantee it is a simple p-cycle by function Simpléhat means, for each direc-

tional link u — v € p, it can only show up once and meanwhile directional link> « can not show
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Figure 5.3 Combining twe@-cycles with one or more common edges.
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Figure 5.4 Combining twe-cycles with two common nodes.

up in p-cyclep.

In Algorithm 6, the while loop in lines 4-28 checks whetperyclep can be combined with another
p-cycle p; in PC' by considering the two cases described above. (Lines 5-10 cheekl @asl lines
11-23 check Case Il.) If @-cycle p; can be found to combine with, then the combined nep+cycle
pc is added taPC, replacingp andp; (Lines 24-26). Once a combination is performed, we asgign

to p (in line 30) and repeat the above process until no more combinations cedloite.
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Figure 5.5 Topology of NSF Network

5.4.2 Connection Release

Once the requested service R completes, the created multicast conneetisiiabe released. To
tear down a working multicast trég which is created corresponding to R, basically we need two steps.
The first step is to release the capacity allocated by the multicast trdee second step is to update
p-Cycles originally providing the protection 0.

Step 1:Ve € T, release the wavelength reserved’Byand the free capacity of needs to be
increased by one.

Step 2:Ve € T, there exists one p-cycle. originally protectinge. Suppose the set of all links
protected by, is PA(p.), the link e will be removed from seP A(p.). If the setPA(p.) is empty,
then we need to tear down the p-cygle That is to say, the p-cyclg. is torn down only when it is
not used to protect any working wavelength. To tear down p-gygl&e € p., we need to release the

wavelength reserved by this and the free capacity of directional lirkwill be increased by one.

5.5 Numerical Results

We conduct simulations to compare the performance of our propps§eddheme with another
cycle based multicast protection schemgIj61], where each link has two pre-selectedycles. Two
networks, the NSF network (Fig. 5.5) and the COST239 network (Fig. &.€)sed in the simulations.
In each simulation run, a set of randomly generated multicast requestsadetllto the network to

compare the performance gf@ and DpC. For each multicast request, the source node and the desti-
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Figure 5.6 Topology of COST239 Network

nation nodes are randomly selected. For NSF network, the number ofatestinodes are randomly
generated in the range [3, 6]. For COST239 network, the number thdgsn nodes are randomly
generated in the range [2, 5]. The algorithm for computing a multicast treegiwen multicast request
is given in the appendix. The weight of each link is 1. The performantleeophC and DpC are com-
pared under two simulation settings: unlimited link capacity and limited link capacityal¥destudy
the computation time for each multicast request under different traffic lodebge two networks. The

simulation results are presented in the next three subsections.

5.5.0.1 Unlimited Link Capacity

First, we compare the performance of the two algorithms when the networkdjpacity is set to
infinity. In this case, all multicast requests can be satisfied. The perfoenmetic we use is the total
number of wavelength channels used by alljtheycles for protecting the multicast sessions.

In Fig 5.7, we show the performance @fd and D»C under different traffic load for NSF network,
where the traffic load varies from 1000 to 6000 multicast requests. Theefghows thatzC uses
significantly less wavelength channels thapunder all traffic loads. SpecificallypC achieves a
24.5%-24.8% reduction in wavelength usage ove€DThe reasonpC performs better than & is
two fold. First, bC computep-cycles on demand while JBC chooseg-cycles from pre-computed
p-cycles. SecondplC always selects high efficiency cycles whilp@uses short cycles which tend to
have low efficiency since short cycles tend to have few straddling links.

In Fig. 5.8, we compare the performance p€land DPC for COST239 Network. The results
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Figure 5.7 Wavelength Usage ¢i@ and OpC in NSF Network
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Figure 5.8 Wavelength Usage ¢f@ and D»C in COST239 Network
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again show thatyC is much more capacity efficient tharpO. The capacity saving opC over DC
ranges from 28.5% to 29.2%. FqiQ, the number of wavelength channels used to protect the multicast
trees is even less than that used by the multicast trees, which is not the &&E imetwork. This is
because COST239 network is denser than NSF network. Conseqtieathcycles calculated byplC

have a higher probability of containing more straddling links which leads torletitection efficiency.

5.5.0.2 Limited Link Capacity

Next, we compare the performance of the two algorithms when the capacity dirdctional link
in the network is set to 16. That is, every directional link supports 16 lwagéh channels. In this case,
some multicast requests may be blocked because either the multicast treebsaastablished or the
p-cycles for protecting the tree links cannot be created due to lack oflerayths. The performance
metric we use is the reject ratio, which is defined as the number of rejected rsuitcaests to the
total number of multicast requests.

In each simulation run, 5000 randomly generated multicast requests aed ltadhe network
and the reject ratio is computed at the end of the simulation run. The arfivallticast requests
follows Poisson distribution with requests per second and the duration of the request is exponentially
distributed with a mean of &/ The traffic load measured in erlangs\i&:. For each traffic load, 10
simulations are conducted and the average reject ratio is plotted in Fig 5.9p5d. 6.

In Fig 5.9, we compare the reject ratio ¢fd and DpC under different traffic load in NSF network.
The results show thapC achieves lower reject ratio tharpD under all traffic loads. The reasopd
performs better than BC is that pC compute-cycles on demand and prefers lopgycles while
DpC chooseg-cycles from short pre-computedcycles. When the capacity of the network link is
limited, the longp-cycles used byzC tend to spread the wavelength usage across the whole network.
While the shorp-cycles used by pC tend to consume the wavelengths in areas of heavy traffic, which
blocks future multicast requests. The maximum difference between thé rajecof DpC and the
reject ratio of pC is 17.3%, which occurs at the load of 40 erlangs. The average differfgetween
the two reject ratios is 10%.

In Fig 5.10, we compare the reject ratio o0 and DpC under different traffic load in COST239
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Figure 5.9 Reject Ratio oplC and DpC in NSF Network
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5.5.0.3 Computation Time

Network. Again, the performance opC is better than that of BC. In addition, the performance
improvement of )C over DyC is higher than that in NSF network. This is because the COST239
Network is denser so that there exists more high efficiency cycles whidt be found by pC. Thus,

thep-cycles selected by will provide even larger advantage than the shpetycles used by pC.

In this section, we study the computation time in millisecond for each request iméttlorks with

different traffic load. We use java language to implement g on a computer with Intel 3.0GHZ
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Table 5.1 Computation Time(ms) under different traffic load in NSF

Erlang 10 20 30 40 50 60 70 80 90 | 100
Max 125 | 265 | 156 | 125 | 125 | 125 | 125 | 187 | 188 | 141
Mean 14 13 12 13 12 12 12 11 11 11
1 125 | 265 | 156 | 110 | 125 | 125 | 94 | 187 | 188 | 31
2 94 16 62 | 109 | 94 63 | 125 | 16 46 | 141
3 a7 78 94 | 125 | 47 | 109 | 62 78 32 16
4 a7 31 16 0 a7 16 0 16 a7 46
5 16 31 47 | 109 0 31 63 15 15 32
6 31 79 15 16 15 16 31 32 16 31
7 15 31 0 16 16 15 0 31 62 62
8 16 31 16 15 62 16 15 15 16 47
9 16 31 0 16 16 15 16 63 16 32
10 15 16 16 15 31 0 0 78 15 15

CPU and 1.5GB of memory.

The result in NSF network is shown in table 5.1. We collect the maximum and the coeapu-

tation time for one multicast request. We also record the computation time for th&C(iraulticast

requests. As we can see from the table, the maximum computation time for amstratyvays occurs

among the first 3 requests. That is because few p-Cycles exists afinaibg and most links in these

multicast requests cannot be protected by existing p-Cycles. So fotiskdamthe multicast trees, we

need to find a new p-Cycle to protect it, which needs more time. Qucddund enough p-Cycles,

most of the links in the following multicast request can be protected by thesengxp-Cycles. So

the computation time of one request will decrease with the increased numteuafsts. For some

requests, the computation time is even 0 because all links in the multicast regnést protected by

existing p-cycles.

The result in COST239 network is shown in table 5.2. The maximum and mearutatiop time

for one multicast request and the computation time for the first 10 multicastseare recorded. As

we can see from the table, the maximum computation time for one request ale@ys among the

first 3 requests. Compared with the mean computation time in NSF network, thecomgutation

time in COST239 network is less because the size of multicast request in G@&I&naller.

Algorithm 7 is used to generate the multicast tree.

In each round, we find the shortest p&tF between any node in sét and any node in séfT.

We then add all nodes o#\P to T, add all edges o8 P to P, and remove the last node &P from
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Table 5.2 Computation Time under different traffic load in COST239

Erlang || 10 20 30 | 40 50 60 70 80 90 | 100
Max 125 | 172 | 109 | 109 | 187 | 141 | 219 | 125 | 109 | 125
Mean 7 6 6 6 6 5 5 6 5 5
125 | 63 | 109 | 109 | 187 | 141 | 219 | 125 | 78 | 125
31 | 172 | 32 32 16 | 47 16 63 94 | 31
16 31 15 15 62 94 | 47 | 47 | 109 | 63
78 47 63 32 94 15 15 78 16 15
31 0 62 62 0 0 31 15 16 32
110 | 47 0 63 16 16 16 16 15 15
46 15 31 15 15 15 31 16 0 0
47 16 16 16 16 0 16 31 0 0
16 16 0 15 0 16 16 15 16 16
16 15 16 16 15 16 15 16 15 16

Sl©| o~ o g & w| |-

Algorithm 7 Find a Multicast Tree for a Multicast SessiBin= {s,d,ds, ... ,dx}

1 To={s}, UTy={dy,da,...dp}, P = ¢

2: Vs; € Ty, Vd; € UTy, find the shortest path betweenandd,.

3: Among all paths found above, select the shortest 6ife:= {s; — --- — d;}
4: Ynoden;, € SP,Ts =T U{n;},UTy = UT,; — {d,}.

5. Vedge n; = nj € SP, P =PU{n; = n;}.

6: if UTy # ¢ then

7: goto Step 2.

8: ReturnP.
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UT,;. WhenUT,; becomes empty, we have found a multicast treefowhere the edges of the tree are

stored inP.

5.6 Conclusion

In this chapter, we propose an Intelligen€ycle (IpC) scheme to provide-cycle based protection
for dynamic multicast sessions. The main feature@fis that it dynamically computes high-efficiency
p-cycles to protect multicast sessions as they arrive so that spardtgaparsed efficiently. The ca-
pacity efficiency is further improved by reusing existjmgycles to protect a new multicast session and
combining existingp-cycles whenever possible. The numerical results show pitahhs significantly
better performance thangQ, which is an existing-cycle based multicast protection scheme. In addi-
tion, IpC performs better in denser networks since denser networks contairhigbrefficiency cycles

which could be utilized byiC.
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CHAPTER 6. p-CYCLE-BASED PATH PROTECTION FOR MULTICAST SESSION
IN WDM NETWORKS

6.1 Introduction

In this chapter we propose a p-cycle-based path proteciéhgcheme to provide protection for
dynamic multicast sessions. Given a multicast tfgethe P3 scheme computes a set of p-cycles
on-demand to ensure every destination nod&'iis protected. The scheme has three features that
make it capacity efficient. First, it reuses existing p-cycles to protect ay ehestination nodes in
the current multicast session as possible. Second, when new p-ceeldsdmbe created to protect
some destinations, the scheme creates p-cycles with high protection efficiércl, only one p-cycle
is needed to protect a destination against any link failure along the treerpaitttie source to the
destination. This path-based approach is more efficient than the traditidtbased approach where
p-cycles are used to protect individual links on the tree. PAescheme also provides fast restoration
since p-cycles are preconfigured. Thus, there is no need to cantigeiprotection path upon a link
failure. We conduct extensive simulations to evaluate the performance #ftscheme. The results
show that it has much higher capacity efficiency than a p-cycle-basegrin&ction scheme.

The rest of this chapter is organized as follows. In section 6.2, we ge/g@ribblem statement
and describe the p-cycle based path protection strategy. In section&B? gtheme is presented.

Simulation results are given in section 6.4. Finally, we conclude the papeciin&é.5.
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Figure 6.1 (a) Tree-disjoint protection strategy. (b) Path-disjoint ptiotestrat-
egy.

6.2 Problem Statement

6.2.1 Problem Definition

Let graphG=(V, E) represent a WDM optical network, wheveand E' represent the set of nodes
and links, respectively. A multicast session is denoted®by {s, D, T'}, wheres is the source node,
D is the set of destination nodes, ands the multicast tree for the multicast session. The set of all
nodes oril" is denoted by7. For each node € Vr, p, denotes the path fromto v onT'. Given a
destination nodé; € D, a nodev € Vr is called theguard-nodeof d; if p;, andp, are link-disjoint.
The set of guard-nodes af; is denoted byN,,. According to the definitions is the guard-node
for everyd; € D. Fig. 6.1(a) shows a multicast tree with soukcand three destinations , do, d3.
Destination nodels has three guard-nodesds, d» since paths — v — ds and paths — d; — dy are
link-disjoint.

Letv be a guard-node af; € D. If there is a directed path(v, d;) in G from v to d; that is link-
disjoint with py;, thenv can provide protection faf; upon any single link failure ip,; because can
restore the traffic fot/; by sending it along the pai(v, d;). Based on this observation, to protegt
we can create a directed p-cyglesuch that 1pc containsd; and a node € N;, and 2) the segment
of pc from v to d; is link-disjoint with p;,. When a link onp,, is down,v can restore the traffic to

d; using the segment fromto d; on pc. We denote the segment pn providing protection fokl; as
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segffé. An example of such p-cycle-based protection is given in Fig. 6.1(ag.dliected p-cyclec,,
(in dashed line) containg and one of its guard-nodes, and the segment from to dz onpcy, (i.€.
segggds) is link-disjoint with pathpy, = s — u — ds. If alink on pathp,, is down, the guard-nodg,
can send the traffic tds throughpc,, (using the segment fromh to ds). Thus,ds can be protected by
the p-cyclepcy,. This protection approach is path-based since the p-cycle providdteamage path
to the destination being protected. And the p-cycle can protect the destiagaamst any single link
failure on the tree path from the source to the destination.

To protect a multicast session, we need to find a set of p-cycles so ttadestination is protected
by a p-cycle. Thus, we consider the following problem in this paper: iGavgraphG = (V, E) and
a multicast sessioR = {s, D, T}, find a set of directeg-cycles to provide path-based protection for

all nodes inD against any single link failure while minimizing the total capacity used by the fesyc

6.2.2 Protection Strategies

Given a multicast sessioR = {s, D, T'}, in order to protect/; € D, we need to create a directed
p-cyclepc,, such that 1pc;, containsd; and a node € Ny, and 2) the segment ok, from v to d;

is link-disjoint with p,,. We consider two strategies of creating;, as follows.

6.2.2.1 Tree-Disjoint Strategy

One simple way of creatingc,, is to remove all links on tre&’ and then find a directed p-cycle
that containg/; and a guard-nodeof d;. The p-cycle can be constructed by combining a directed path
p1 fromwv to d; and a directed path, from d; to v wherep; andp, are link-disjoint.

An important observation about the tree-disjoint strategy is that whenyalpse,, is created to
protectd;, every destinatiod; # d; € pcy; is also protected byc,, .

This can be proved as follows. The p-cygke;; is found after removing all links off". Thus for
each destinatior; € pcq;, pa; is link-disjoint with pc,, . In addition,pcy; must contain a guard-node
for everyd; € pcy;. This is becausg,, andp, are link-disjoint, therefore at least one &f andv is
in Ny,. Letw be a guard-node at; on pcy;. Thenw can provide the protection faf; through the

segment fromw to d; onpcg, .
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Consider the example in Fig. 6.1(a). Suppose p-cyele is created to protect; using the tree-
disjoint strategy (i.e.pcq, does not contain any link iff"), thend; € pcq, can also be protected by
pca,. Specifically,ds is a guard-node af; and it can proteat; using the segment from to d;.

Clearly, tree-disjoint strategy provides capacity efficient protectioresinsingle p-cycle can pro-

tect all destinations on it.

6.2.2.2 Path-Disjoint Strategy

A drawback of the tree-disjoint strategy is that we may not be able to findyalp-that contains
d; and one of its guard-node after all links @hare removed fronGG. In this case, we can use a
path-disjoint strategy based on the fact that a p-cyclean protect destinatiod; as long aSeggé is
link-disjoint with p,, . With path-disjoint strategy, we do not remove all linksTirto find a p-cycle for
d;. Instead, we only need to guarantee that the protection segmehtdarthe p-cycle is link-disjoint
with pg;. An example showing the path-disjoint strategy is given in Fig. 6.1(b). Fogcte pcy, is
created to proteafs. It shares three linksu(— ds3, s — u, s — di) with T" but the segment frord; to
ds is link-disjoint with pathp,, = s — u — d3. Sopc,, can provide protection fafs using guard-node
d, and the segment froi to d3. Unlike the example in Fig. 6.1(a)¢4, cannot protect; against the
failure of link s — dy. Thus, path-disjoint strategy is not as efficient as tree-disjoint strategy

Based on the above two strategies, we develop our p-cycle-based mpétiotion scheme and
present the detail of the scheme in the next section.

The following is a list of notations used in the rest of the paper.

e R = (s,D,T): amulticast session with soureedestination node sd?, and multicast tre@".

py: the path from sourceto nodeu onT'.

Ny, the set of guard-nodes of destinatigne D.

peq,: the p-cycle found to protect destinatidne D.

seggg " the protection segment protecting destinatipon p-cyclepc,,

epc;. protection efficiency of p-cyclec;. Itis the ratio of the number of destinations protected

by pc; over the number of links ipc;.
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e PC: the set of p-cycles that have been created.

6.3 p-Cycle-based Path Protection®?) Scheme

6.3.1 Overview of theP? Scheme

The P3 Scheme is presented in Algorithm 8. Given a new multicast seggien{s, D, T} and a
setPC of p-cycles that have been created to protect existing multicast sessigogthm 8 computes
a set of p-cycles to protect all the destination nodeBinThe algorithm consists of two steps. First,
we find the nodes itD that can be protected by some existing p-cycleBd and remove them from
D (line 1-3). Then we call Algorithm 9 repeatedly until all nodesirare protected (line 4-5). Each
time Algorithm 9 is called, it computes a new p-cycle to protect one or more rindesand remove

the protected nodes from.

Algorithm 8 p-Cycle-based Path Protection

1: forall d € D do

2. if d can be protected by a p-cycle #C then
3: D =D —{d}

4: while D # ¢ do

5. Call Algorithm 9

6.3.2 Reusing Existing p-Cycles

In Algorithm 8, we first find the nodes i that can be protected by some existing p-cycleBdn
A noded; € D can be protected by an existing p-cyplg, which already protects a set of nod€s.;,

if the following two conditions are met:
(1) d; € pcj andpc; N Ny, # ¢ andpg, N seggc'j =
(2) Vu € Ny, eitherp, Npg, = ¢ OF py, N pa; # ¢ butseg;fcj N seggéj =¢

Condition (1) ensures that; can provide protection fad; becausec; containsd; and a guard-
node ofd;, and the segment from the guard-nodedfoon pc; is link-disjoint with p;,. Condition

(2) ensures that usinge; to protectd; will not conflict with nodes already protected by; (N, ).
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Specifically, for each protected nodec N, if p, is link-disjoint with pg, (p., N pa, = ¢), thend;
does not conflict withu. As shown in Fig. 6.2(a), two tree paths — d; (for destinationd;) and
s9 — dy (for destinationds) are link-disjoint. The first tree path can be protected by the segment from
g1 to dy on the anti-clockwise p-cycle (in dashed line), and the second tree pabieqaotected by the
segment fromy, to d, on the same p-cycleg{ andg, are the guard-nodes df andd, respectively.)
Althoughd; anddy’s protection segments share common links frgmmo ds on the p-cycle, they can
share the p-cycle. This is because a link failure will affect at most otleeofree paths. On the other
hand, ifp,, is not link-disjoint withpg, (p, N pa, # ¢), but their protection segments are link-disjoint
(seg;fcj N Seggéj = ¢), d; will not conflict with v and they can share the same p-cyate As shown
in Fig. 6.2(b), two tree paths; — d; (for destinationd;) andsy — do (for destinationd,) share a
common linku — v. Paths; — d; is protected by the segment frog to d; on the anti-clockwise
p-cycle and patk, — ds is protected by the segment frggmto d, on the same p-cycleg{ andg, are
the guard-nodes af; andds respectively.) Since the two protection segments are link-disjoint, they
can be used simultaneously when bdtrandd, are affected by the failure of linkk — v. Thus,d; and
do can share the protection of the same p-cycle.

By checking for the two conditions listed above, we can find all nodd3 that can be protected
by reusing existing p-cycles iRC'. For the rest of the nodes i, we need to compute new p-cycles

to protect them using Algorithm 9.

6.3.3 Computing New p-Cycles

We now describe the detail of Algorithm 9. Given a set of un-protectestirdgion nodesD,
Algorithm 9 computes a p-cycle with high protection efficiency to protect aneare nodes inD.
Given a multicast sessioR and a p-cyclepc, we define the protection efficiency pt, denoted by
epe, 10 be the ratio of the number of destinationsidprotected bypc over the number of links ipc.
According to this definition, a p-cycle with higher protection efficiency is naffigient in protecting
R.

Algorithm 9 works as follows. First, it finds one efficient candidate pleyor each destination

d; € D. To find the candidate p-cycle fdg, we consider every guard-nodedyf For each guard-node
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Figure 6.2 (a) Two destination nodds andd, can share a p-cycle if their tree
paths are link-disjoint. (b) Two destination nodgsandds can share
a p-cycle if their protection segments are link-disjoint.

v of d;, we find a p-cycle that containk andv. Among all these p-cycles, we choose the one with the
highest protection efficiency as the candidate p-cyclelfoAfter we find a candidate p-cycle for each
d;, we have atotal ofD| p-cycles and the most efficient one among them is selected and adBéd to
The detailed steps of Algorithm 9 are given below.

Line 1 initializes Best,. which will store the most efficient p-cycle arglest. which will store
the protection efficiency oBest,.. Next, for everyd; € D, we find (in line 4-21) the most efficient
candidate p-cycle fod;, which is stored irepcy,. And e, records the protection efficiency of p-cycle
cpeq,. To find the most efficient p-cycle fef;, we consider every € Ny, to find a p-cycle fow; using
u as the guard-node. Tree-disjoint strategy is tried first in line 5-10. Liretoves all links iril” and
then line 6 finds the shortest pathfrom u to d;. The shortest path, from d; to u is found in line 8
after line 7 removes all links ip;. Then the p-cyclgcicn,, is formed by combining; andp, in line
9. Line 10 restores all edges removed.

If a p-cycle cannot be found using the tree-disjoint strategy, we uggstthedisjoint strategy in line
11-18. Line 12 removes all links on path, and line 13 finds the shortest pathfrom « to d;. The
protection segment; found in this way will be link-disjoint withp,,. After p; is found, the removed

links are restored in line 14. After line 15 removes links on pathline 16 finds the shortest path
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Algorithm 9 Computing a New p-Cycle fab

: Besty,. = null; Best, = 0
: for all (d; € D) do
cpcq; = null; ecpe = 0;
for all (u € Ng,) do
E=F-T
Find shortest patp, from « to d;
E=F —{ele € p1}
Find shortest path, from d; to u
PCtemp = D1 + p2
E=FU{eleep}uT
if pcremp == null then
E =FE —{ele € pg, }
Find shortest patp; from « to d;
E=FEU{ele € pg,}
E=F —{ele € p}
Find shortest patp, from d; to u
E=FEU{ele€p}
PCtemp = P1 + P2
if €pcromp > cpe then
€PCd; = PCtemp
€cpc = €pctemp
if ecpe > Best, then
Besty. = cpey,
Beste = ecpe
: for all (d; € D) do
if d; can be protected bfgest,,. then
D =D —{d;}
: PC = PC U{Besty.}
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from d; to u. Then line 17 restores the links in. pciem,, is formed by combining, andp, in line 18.

Lines 19-21 store the current best candidate p-cyclé;for cpc,, and the corresponding protection
efficiency inepc.

Once we find the most efficient p-cycle f@r after finishing the loop in line 4-21, we compare its
protection efficiency with that oBest,.. The p-cycle with higher protection efficiency is stored in
Best,, (line 23). The corresponding protection efficiency is store@ist. (line 24).

Finally, in line 25-27 we remove fronb all nodes that can be protected Byst,.. We also add

Best,, to the setPC in line 28.

6.4 Simulation Results

We run simulations with dynamic multicast requests on SMALLNET network (Figeh8 COST239
network (Fig 5.6). In each simulation run, a set of randomly generated nailtiequests are loaded
to the network to compare ouP® scheme with/pC' [17], which is a p-cycle-based link protection
scheme. For each multicast request, the source node and the destindtsran® randomly selected
and the bandwidth requested is one wavelength. For SMALLNET netwloekgumber of destination
nodes are randomly generated in the range [3, 5]. For COST239 hketihernumber of destination
nodes are randomly generated in the range [2, 5]. The capacity of tiverikdink is set to infinity.
The total number of wavelength channels used by all multicast trees antbyg\eles are recorded

for each simulation run.

Figure 6.3 SMALLNET Network

In Fig 6.4, we compare the performancertand/pC under different traffic load in SMALLNET
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network. (Traffic load varies from 100 to 600 multicast requests.) Thelteeshow thatP? uses

significantly less wavelength channels for multicast tree protection th&hunder all traffic loads.

Specifically, P? achieves a 28.5%-46.6% reduction in wavelength usage Bx@r The reduction

becomes larger as the number of multicast sessions increases becagiseuttioast sessions provides

more opportunity for different destinations to share a p-cycle. In allsimulations,P? can find

p-cycles to protect all multicast requests. If we only use the tree-disjotegtion strategy, then

12.7%-14.1% of the multicast requests cannot be protected.

2500 -

2000

Multicast Tree ——

IpG Scheme
P® Scheme =

1500

Number of Wavelength Channels Used

200 300 400 500 600

Number of Multicast Sessions

Figure 6.4 Number of wavelength channels used versus number of mustgsast
sions in SMALLNET network.
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Figure 6.5 Number of wavelength channels used versus number of mustesast
sions in COST239 network.

In Fig 6.5, we show the performance Bf andIpC in COST239 network. The results again show

that P3 outperforms/pC under all traffic loads. Specifically?® achieves a 34.7%-58.6% reduction in
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Table 6.1 Redundancy comparisonft andIpC

COST239 SMALLNET
IpC | P? IpC | P?
100 1.01 |0.66 |0.97 |0.69
200 098 |055 |[095 |0.61
300 097 |[050 |[094 |0.56
400 097 |046 |[093 |0.55
500 096 |045 |[093 |0.53
600 094 |043 [092 |0.52

Demands

wavelength usage ovépC'. We also found that about 1.2%-1.7% of all requests cannot be proiécte
only the tree-disjoint protection strategy is used. This failure ratio is muchrltwaa in SMALLNET
network for two reasons. First, COST239 is denser than SMALLNEGoS®, the number of destina-
tion nodes for each multicast request in SMALLNET is chosen in the radg,[which is a bit larger
than the range [2, 5] used in COST239 network. Both factors make it motg tkénd a p-cycle in
COST239 network after removing the links in the multicast tree.

Table 6.1 compares the redundancyff and IpC in two networks under different number of
demands, where redundancy is defined as the total number of waveldragthels used by the p-
cycles to the total number of wavelength channels used by the multicast #seshown in Table
6.1, the redundancy @P? is much lower than that ofpC. The redundancy oP? can be as low as
0.43 in COST239 network and as low as 0.52 in SMALLNET network. We albseve that as the
number of demands increases, the redundancy of both schemessdscrelawever, the redundancy
of P decreases much faster than that/pt”. For example, in COST239 network, the redundancy
of IpC decreases by 6.6% while the redundancyPéfdecreases by 35% as the number of demands
increases from 100 to 600. This shows tRdtcan better exploit the opportunity for p-cycle sharing as
the number of multicast sessions in the network grows.

In summary,P3 has much higher capacity efficiency th&nC in protecting multicast sessions.
This is becaus@? protects each destination node in the multicast tree using path-based pmtastio
opposed to protecting individual links in the multicast tree. Meanwhile, thelgeycles ensure that

the protection segments on the p-cycles for protecting the destination n@dpseacross-connected,
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which lead to fast restoration upon a link failure in the network.

6.5 Conclusion

We present the p-cycle-based path protecti®t) Gcheme for dynamic multicast sessions in WDM
networks. TheP3 scheme uses p-cycles to provide path-based protection to the destinalésnancthe
multicast tree. The key idea is to use tree-disjoint strategy whenever |[gogsibcrease the protection
efficiency and use path-disjoint strategy when tree-disjoint strategytdaiisd a p-cycle. Simulation
results show thaP? is much more efficient than a p-cycle-based link protection scheme n&piéd

The P3 scheme also provides fast restoration speed since the protection matisegrby the p-cycles

are preconfigured.
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CHAPTER 7. PXT-BASED PATH PROTECTION FOR MULTICAST SESSIONS IN
WDM NETWORKS

7.1 Introduction

In this chapter, we propose a PXT-based path protection scheme famitymulticast sessions.
To protect a multicast tree, we compute a PXT for each destinationmedeh that the PXT can be
used to restore the the traffic towhen a link failure occurs on the path from the source node to
To further improve capacity efficiency, our scheme reuses existing RXpsotect a new multicast
tree whenever possible. Our scheme also provides fast restoratierP4i are pre-cross-connected
structures. Simulation results show that our scheme has much higher cagftcigycy than IpC [17]

- a p-cycle-based link protection scheme. We also compare the performihesp-Cycle based path
protection and the PXT based path protection.

The rest of this chapter is organized as follows. In section 7.2, weildedtre basic idea of the
PXT-based path protection method for multicast sessions. In section 7@esent the detail of our
PXT-based path protection scheme. Simulation results comparing the perf@rmiour scheme and
the p-Cycle protection schemés(C and P?3) are presented in section 7.4. Finally, we conclude this

chapter in 7.5.

7.2 Basic ldea

Let graphG=(V, E) represents a WDM optical network, whéreand F are the sets of nodes and
links, respectively. A multicast sessidhis denoted by{s, D, T}, wheres is the sourceD is the set
of destinations, and@’ is the (directed) multicast tree that connects all destinations. For each node

uonT, p, denotes the path fromto v onT'. The set of all nodes of is denoted byr.
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Figure 7.1 A PXT frond; to ds that can be used to protetf. d; is a guard-node
of ds.

Given a destination nodé; € D, a nodev € V7 is called the guard-node af; if p;; andp, are
link-disjoint. The set of guard-nodes df is denoted byV,,. According to the definition, sourceis
the guard-node of every; € D.

Letv be a guard-node af; € D, if we can create a directed PXT fronto d; that is link-disjoint
with pg;, then the PXT can provide protection @y upon any single link failure in pathy; as follows.

If alink on py, fails, v can send the multicast traffic ty via the PXT. This PXT-based path protection
scheme is shown in Fig. 7.1. The figure shows a multicast tree with seland three destinations
di,ds, andds. Nodess,d;, andds are three guard-nodes df because path — u — d3 and path

s — di — dy are link-disjoint. pxt,, (dashed line) is a PXT that does not contain any linkdfn so it
can be used to protect destinatidn If a link in paths — v — ds fails, the guard-nodé; can send the
traffic to ds throughpxt,.

To protect a multicast session, we need to find a PXT to protect each diestiimathe multicast
session. Thus we consider the following problem in this chapter: Givaaphg: = (V, E) and a
multicast sessiol® = {s, D, T} where the traffic demand fromto every destination irD is one
wavelength, find a set of PXTs to protect all destination®imgainst any single link failure while
minimizing the total protection capacity.

The following is a list of notations used in this chapter.

e R = (s,D,T): a multicast session with sourcesa set of destination nodd3, and multicast

treeT.
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py: the path from sourceto nodev onT.

Ny, the set of guard-nodes of destinatigne D.

segg;t: the protection segment protecting destinatiron pxt (pzt is a PXT that can protect

d;). The protection segment begins at a guard-nodg ahd ends at;.

epat: €fficiency of PXTpat, which is the ratio of the number of destinations protectegdyto

the number of links ipxt.

P: the set of PXTs that have been created.

7.3 PXT-Based Path Protection Scheme

7.3.1 Overview of the scheme

Our PXT-based path protection scheme is presented in Algorithm 10. &ivew multicast session
R = (s, D,T) and a sef’ of PXTs (initially empty) that have been created to protect existing multicast
sessions, Algorithm 10 computes a set of PXTs to proteet;adl D. The algorithm consists of two
steps. First, we find the destination node®ithat can be protected by existing PXTsHrand remove
them fromD (line 1-3). Then we call Algorithm 11 repeatedly until all destination®iare protected
(line 4-5). Each time Algorithm 11 is called, it first finds a new PXT with highoigficy to protect one
or more nodes i) and remove the protected nodes frém It then tries to merge the new PXT with

one existing PXT inP such that the resulting PXT can produce the highest efficiency.

Algorithm 10 PXT-based Path Protection Scheme

1: forall d € D do

2. if d can be protected by a PXT iR then
3: D =D —{d}

4: while D # ¢ do

5. Call Algorithm 11
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7.3.2 Reusing Existing PXTs

In Algorithm 10, we first find the nodes i that can be protected by an existing PXTin A
noded; € D can be protected by an existing PXTt;, which already protects a set of nod€g,;, if

the following four conditions are met.

(1) pxt; containsd; and a guard-node of d;.

(2) The direction ofpxt; is fromw to d;.

3) segz;tj (the segment from to d; on pxt;) is link-disjoint with p, .

(4) Vv € Npgt;, py is link-disjoint with py, or seggxtj is link-disjoint with segg;tj

Condition (1) ensures that one guard-nodd,adindd; itself are on the existing PXpxt;. Condi-
tion (2) ensures that the direction of the protection segment is corre{Esdte directed. Condition
(3) ensures that the working path &f is link-disjoint with its protection segment. Basically, these
three conditions are required to ensure that; can protect;. Condition (4) ensures that usipgt;
to protectd; in current multicast session will not conflict with nodes already proteced:b; (Vy,.,).
Specifically, for each node € Ny, if p, is link-disjoint with p,,, thend; does not conflict withv. In
this case, the working path efand the working path of; will not fail simultaneously upon a single
link failure, sopxt; can protect andd; simultaneously. On the other handpif is not link-disjoint
with pg,, but the protection segment foris link-disjoint with the protection segment fdg, thend;
does not conflict withy. In this case, a single link failure may affect batlandd;. Howeverpxt; can
protect both nodes simultaneously since the two protection segmepis pare link-disjoint.

Fig. 7.2 shows an example of using a PXT to protect two destination nodes tiveie working
paths are link-disjoint. Part (a) shows a multicast session with sayraad destinationd; andds.
Part (b) shows a multicast session with souscand destinationds andd,. The PXT1 — 3 (in green)
can be used to protect both andd, since the working paths @k, andd, are link-disjoint.

Fig. 7.3 shows an example of using a PXT to protect two destination nodestivbie protection
segments are link-disjoint. There are two multicast sessions. The fir§orsdsss sources; and

destinationsd; andds. The second session has sousgeand destinationgls andds. (Note that
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(b)

Figure 7.2 Two multicast sessions are shown in (a) and (b). Multicast érees
shown in red. The PXT — 3 can protect destination nodés (in
session 1) and, (in session 2) simultaneously since the working paths
of the two nodes are link-disjoint.

s1 = s9.) In this example, PXT — 3 — 0 — 6 — 4 can protect botlds andds even though their
working paths share a common ligk— 4. This is because the protection segment#p(1 — 3) and

the protection segment fakg (6 — 4) are link-disjoint.

Figure 7.3 The PXTL — 3 — 0 — 6 — 4 can protect destination nodds
(in session 1) ands (in session 2) simultaneously since the protection
segments of the two nodes are link-disjoint.

By checking the four conditions, we can find all nodeslinthat can be protected by reusing
existing PXTs inP. For the rest of the nodes iR, we need to compute new PXTs to protect them

using Algorithm 11.

Ol LAC U Zyl_ﬂbl
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7.3.3 Computing and Merging New PXTs

Given a set of destination nodés, Algorithm 11 first computes a PXT with high efficiency to
protect one or more nodes in and remove the protected nodes framlt then tries to merge the new
PXT with an existing PXT inP to further improve the efficiency.

The detail of Algorithm 11 is given below.

Algorithm 11 Computing a new PXT and merging it with

1: Bestpyt = null; Best, = 0

2: forall d; € D do

3: forall u e Ng do

4: E=F —{ele € pg, }

5: Find shortest patp from v to d;

6: E =FEU{ele € pg,}

7 if e, > Best, then

8: Besty. = p

9 Best. = ¢,

10: forall d; € D do

11:  if d; can be protected bigest,,,; then
12: D =D —{d;}

13: Best,,,, = null; Best, = 0; prt’ = null
14: for all pat € P do

15:  temp = doMerg€ Best ., prt)

16:  if temp! = null and eser,, > Best,, then
17: Besty,,; = temp

18: pxt’ = pat

19; Best!, = etemp
20: if Besty,,,! = null then
21: P =P — {pzt'}
22. P = PU{Besty,}
23: else
24: P = PU{Bestp;}

Line 1 initializes two variable®est,,; and Best., which store the current most efficient PXT and
its corresponding efficiency, respectively. In line 2-9, we compute h &fficiency PXT to protect
some nodes iD. Specifically, for everyl;, € D and every guard-node € N4, we find the shortest
path fromu to d; that is link-disjoint withp,,. The path is a candidate PXT for protectifig Among

all the candidate PXTs, the most efficient one is storeBldst,,;, and its efficiency is stored iBest..
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(@ T (b) (©)

Figure 7.4 Two cases of merging. New PXT is in red, existing PXT is in blug, an
merged PXT is in green.

After we find the most efficient PXT, we remove all destination nodes piedday this PXT fromD
in line 10 - 12.

Next, we try to mergeBest,;; with a PXT in P in line 13 - 24. In line 13, we initialize three
variablesBest,,,;, Best,, andpxt’. Best,,, and Best, are used to store the current most efficient
PXT resulted from merging and its corresponding efficiemay! is used to store the existing PXT in
P whose merging wittBest,,;; createsBest;m. In line 14-19, we mergéest,,,; with each PXTpzt
in P and choose the one that produces the highest efficiency. In line 18seva temporary variable
temp to store the PXT resulted from merging. The functian\/ er ge will return null if pxt cannot

be merged withBest,,;. In line 20-24, we replace the existing PXix¢') with the PXT resulted from

merging Best,,,,) if Best,,, is notnull; otherwise, we add the new PXFest,,,; into P.

Merging Two PXTs Inline 15, functiondoM erge is called to merge a new PXBst ;) With
an existing PXT fat). There are two cases in which the new PXT can merge with the existing PXT:
the rear part of the new PXT and the front part of the existing PXT shammmon segment as shown
in Fig. 7.4(a), or, the front part of the new PXT and the rear part oettigting PXT share a common
segment as shown in Fig. 7.4(b). In either case, we can merge the twotBg&tker, resulting in a
longer PXT shown in Fig. 7.4(c). Note that after several rounds of mgegnode may appear multiple
times in a PXT, but we do not allow a link to appear more than once in a PXT.

When merging two PXTs together, we need to ensure that the new PXT catesienusly protect
all the destination nodes protected by the two old PXTs. It's easy to veriffittaew PXT can protect
every node originally protected by the two old PXTs. Hence, we only negathi@ sure there will be
no conflict by checking condition (4) given in Section IlI-B. Specificafty every pair of nodes, v

whereu is protected by one old PXT andis protected by the other old PXT, we should ensure that
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ds

ds

(b)

Figure 7.5 Merging two PXTs. (a) Request 1 with sousceand destinationd;
andds. (b) Request 2 with sourcg and destinationgs andd,

either the working paths af andv are link-disjoint or the protection segmentwbn the new PXT is
link-disjoint with the protection segment ofon the new PXT. Fig. 7.5 shows an example. For Request
1in part (a), we find a PXB — 4 — 2 to protectd;. For Request 2 in part (b), we find a new PXT
4 — 2 — 5 to protectds. Since the working path af; (0 — 1 — 2) is link-disjoint with the working
path ofds (6 — 5), merging the two PXTs together will not cause any conflict, i.e., the resulifig P

3 — 4 — 2 — 5 can protects andv simultaneously.

7.4 Performance Evaluation

7.4.1 Performance of PXT Scheme

We run simulations with dynamic multicast requests on COST239 network (FigapB®BNSF
network (Fig 5.5). In each simulation run, a set of randomly generated nsiltieguests are loaded
to the network to compare our PXT-based path protection scheme with I§Cwhich is a p-cycle-
based link protection scheme. For each multicast request, the sourcantbltes destination nodes are
randomly selected. For COST239 network, the number of destination rodeslomly generated in
the range [2,5]. For NSF network, the number of destination nodes ismaypdjenerated in the range
[2,3]. The capacity of the network link is set to infinity. The total number ofelangth channels used
by all the multicast trees, by all the PXTs (for our PXT-based schemd)aall the p-cycles (for IpC
scheme) are recorded for each simulation run.

In Fig 7.6, we show the wavelength usage/tXT" and IpC' schemes under different traffic load
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in COST239 network. (Traffic load varies from 100 to 600 multicast sassiol he result shows that
PXT scheme uses significantly less wavelength channels for protectiorf fidascheme under all
traffic loads. Specifically? X'I" scheme achieves 21.8%-50% reduction in wavelength usagéaver
scheme. Also, the number of protection wavelength channels requirédldy scheme is much less

than the number of working wavelength channels.

2500 |- Multicast Tree ——
IpC Scheme
PXT Scheme -w-ee

2000

1500

1000 / -----------

500

Number of Wavelength Channels Used

100 200 300 400 500 600
Number of Multicast Sessions

Figure 7.6 Comparison of protection wavelength channels used in COS$iE239
work

L Multicast Tree
8000 IpC Scheme
PXT Scheme -

2500 -

2000

. /
e
[ RS~

500

Number of Wavelength Channels Used

100 200 300 400 500 600
Number of Multicast Sessions

Figure 7.7 Comparison of protection wavelength channels used in NSFnketwo

In Fig 7.7, we compare the performancefX T scheme andpC' scheme under different traffic
load in NSF network. The figure shows that tReX'T" scheme also performs very well by using
significantly less protection wavelength channels tha® scheme under all traffic loads. Specifically,

the PXT scheme achieves a 31.1%-56.8% reduction in wavelength usagépvescheme.
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Table 7.1 Comparison of redundancy in two networks

COST239 NSF
IpC | PXT | IpC | PXT
100 | 101% | 78.9% | 130% | 85%
200 | 97.8%] 62.9%| 124% | 68.2%
300 | 97.1%| 57% | 122.2% 58.5%
400 | 96.7%] 50.8% | 122.9% 54.9%
500 | 95.6%| 48.8%| 121% | 53%
600 | 94.4%| 47.5% | 120% | 50%

Demands

Table 7.1 compares the redundancy of PXT scheme and IpC scheme ir?@®&dtwork and NSF
network under different number of multicast requests. Redundangfiised as the ratio of the total
number of wavelength channels used for protection to the total numbewnefergth channels used by
the multicast trees. As shown in Table 7.1, the redundan&6f" is much lower than that afpC' for
both networks. When the number of demands is 600, PXT scheme caneadf@i®&%o redundancy in
COST239 network and 50% redundancy in NSF network, which is veryesspre. We also obvserve
that as the number of demands increases, the redundancy of both satenreases. However, the re-
dundancy ofP XT' scheme decreases much faster than thap6fscheme. Specifically, in COST239
network, the redundancy dipC scheme decreases 6.6% and the redundandy o’ scheme de-
creases 31.4% as the number of multicast sessions increases from 1D tm NSF network, the
redundancy off pC scheme decreases 10% while the redundancl Bfl' scheme decreases 35%.
This shows thaf’ X T scheme can reuse PXTs more efficiently as the number of multicast sessions in
the network increases. Finally, we note tHaXT scheme achieves lower redundancy in COST239
network than in NSF network because the former is denser than the latter.

Table 7.2 shows the average number of protected destinations per PXTRX®w$scheme. We can
see that the average number of protected destinations per PXT inongdstise increase of the traffic
load. This is because more multicast sessions offers more opportunitiexTareuse.

In summary, theP XT scheme has much higher capacity efficiency than thdip6f scheme in
protecting multicast sessions. This is beca#’s€1 scheme protects each destination node in the

multicast tree using path-based protection with the help of the guard nadeppased to protecting
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Table 7.2 Average number of protected destinations per PXT in PXT scheme

Traffic 100 | 200 | 300 | 400 | 500 | 600
NSF 291 | 361 | 416 | 446 | 46 | 4.84
COST239|| 3.36 | 4.22 | 4.64 | 528 | 544 | 5.59

individual links in the multicast tree as done by theC scheme. In addition, PXTs are pre-cross-
connected structures, which greatly reduces the recovery time compigihhezbnventional shared path

protection schemes.

7.4.2 Comparison of PXT andP? Schemes

In this section, we compare the performance of PXT BAdchemes in the variances of COST239
network. These networks are generated from COST239 by removing 2 &nks and adding 2 and
4 links. According to our simulations, the protection capacity redundandyotif schemes drops
with the increase of network density and drops with the increase of nunilbexfiic. In detail, the
protection capacity redundancy Bf in COST239+4 network drops 26%in average compared with
that in COST239-4 network. Meanwhile, compared with the redundancDi8T239-4 network, the
protection capacity redundancy 6fXT scheme in COST239+4 network drops %.4h average. In
general, the protection capacity redundancy?dfis much lower than that aP X T' in dense networks.
For example, in COST239+4 network, the protection capacity redunadieyis 16.7% less than that
of PXT. The protection capacity redundancy®t is 10.6% less than that g?XT in COST239+2

network. SoP? is more suitable in dense networks.

7.5 Conclusion

In this chapter, we present the PXT-based path protection scheme totpgtemic multicast
sessions against single link failures in WDM optical networks. The scheroapacity efficient in
that it provides path-based protection for multicast destinations andsr@XEs whenever possible.
The scheme also provides fast restoration as PXTs are pre-cnosseted structures. Our simulation

results show that our scheme is significantly more capacity efficientji@na p-cycle-based link pro-

www.manaraa.com



91

Table 7.3 Comparison of redundancy in 5 networks

COST239-4 COST239-2 COST239 COST239+2 | COST239+4
P3 PXT | P3 PXT | P3 PXT | P3 PXT | P3 PXT
100 78% | 80% |71% |81% |66% |79% |64% | 74% |60% | 72%
200 64% |66% |58% |64% |55% |63% |54% |61% |49% | 59%
300 58% | 59% |54% |57% |50% |S57% |47% |54% | 44% | 53%
400 56% | 53% |52% |50% |46% |51% |44% |48% | 40% | 48%
500 55% | 50% |51% |49% |45% |49% |43% |47% | 39% | 46%
600 53% |46% |48% |46% |43% |47% | 41% | 45% | 37% | 45%

Demands

tection scheme. We also compare the performance of the p-Cycle and RXd paptection schemes

and the p-Cycle based protection scheme is more suitable for dense retwork

Ol LAC U Zyl_ilsl
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CHAPTER 8. DESIGN OF SURVIVABLE HYBRID WIRELESS-OPTICAL
BROADBAND-ACCESS NETWORK

8.1 Introduction

In this chapter, we propose a new protection scheme for WOBAN. Thenselis cost-effective
in that it does not require the PONSs to have self-protecting capability. ditia, it does not assume
every wireless router in one segment can find a multi-hop path to a gatewagtireasegment. Instead,
we make the general assumption that the wireless routers can send tréfécgateways in the same
segment but cannot sent traffic to the gateways in other segments. &adieel proposed protection
scheme, we define the maximum protection with minimum cost (MPMC) problemraséi an ILP
solution and a heuristic approach to the MPMC problem. The proposediiootscheme is much
more cost-effective than employing self-protecting PON architectureantieuristic algorithm is
very effective in obtaining near-optimal solutions according to the nuniegsalts.

The rest of this chapter is organized as follows. In Section 8.2, weilesbe proposed protection
scheme for WOBAN and formally define the MPMC problem. In Section 8.3,&sembe our solution
approach to the MPMC problem. We then prove the decision problem of MBNMIE-hard in Section
8.4 and a heuristic algorithm for MPMC is given in Section 8.5. We presentuheerical results in

Section 8.6. Finally, Section 8.7 concludes this chapter.

8.2 Protection Scheme and Problem Statement

8.2.1 Protection Scheme

We propose a scheme to deal with DF/FF/ONU/OLT failures in the optical paNM@OBAN. A DF

failure is equivalent to an ONU failure because the ONU attached to the faHddses its connection
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to the OLT. An FF failure is equivalent to an OLT failure because the OLTla¢td to the failed FF can
no longer drive the ONUs in its segment. Therefore, we only consider @Nlwes and OLT failures
in this paper.

Our proposed protection scheme works as follows. In each segmerg WW@BAN, one of the
ONUs is designated as the backup ONU. We connect selected pairskafpb@iNUs with fibers so
that each backup ONU is connected to at least one backup ONU in arsetperent. Two backup
ONUs are called neighbors if they are connected by a fiber. Two segmentsalled neighbors if
their backup ONUs are neighbors. When the OLT in segnaéails, all traffic in segment will be
sent to the segment’s backup ONU, which then sends the traffic to the peigabkup ONUs. The
backup ONU in a neighbor segment will distribute the traffic to all the ONUs ineiggrent via the
wireless gateways so that each ONU in the segment handles the traffidtasspgre capacity. Since
the traffic in segment is handled by the spare capacity in the neighbor segments, full protection ca
be achieved if the sum of the spare capacity in the neighbor segmentstisrgheam or equal to the
amount of traffic in segmerit If an ONU in segment fails, then the traffic normally handled by the
failed ONU will be handled by the other ONUs in segmeiiit they have enough spare capacity to
handle the affected traffic. Otherwise, the affected traffic that cammbtindled within segmentwill

be sent to the neighbor segments by the backup ONU in segment

8.2.2 Problem Statement

An important design problem arising from the proposed protection scheimdégermine the pairs
of backup ONUs to be connected with fibers so that 1) the amount of tifadfican be protected upon
an OLT/ONU failure is maximized and 2) the cost of connecting the backup <Blbhinimized. We
refer to this problem as the maximum protection with minimum cost (MPMC) problem.
We now give the formal definition of the MPMC problem. An instance of the MPMoblem
is represented by: V. d, cap,c >. V is a set of nodes where each node represents a segment in the
WOBAN. d is a function fromV’ to the set of positive integersap is a function fromV” to the set
of nonnegative integers. For each nade V, d(:) is the traffic demand in segmentand cap(7)

is the spare capacity in segmentc is a function fromV x V to the set of positive integers. For
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eachunorderedpair of nodes, j € V, ¢(ij) is the cost of laying a fiber between the backup ONUs
in segment and segmenj. The MPMC problem is to compute a sg&tof (unordered) node pairs
such thaty~ .\, min(3_; jes cap(i), d(j)) is maximized ang_ ; ;. c(ij) is minimized. Note that
(i,j) € S means the backup ONUs in segmertnd segmeni should be connected so that the two
segments become neighbo@(mes cap(i) is the total spare capacity in the neighbor segments of
segmentj andd(j) is the amount of traffic in segmeritthat needs to be protected when the OLT
in segmentj fails. Thus, the amount of traffic in segmenthat can be protected upon the OLT
failure ismin(3_; ;g cap(i), d(j)). Considering all possible OLT failures, our goal is to maximize
> jev min(}; jes cap(i), d(j)). (This also maximizes the amount of traffic that can be protected
upon an ONU failure since the amount of traffic that needs to be protepimd an ONU failure is
less than that upon an OLT failure.) The other goal is to minimize the total cqatotéction, i.e.
> (ig)es €(ig)-

Fig. 8.1(a) shows an instance of the MPMC problémepresents a WOBAN with 3 segments
b, andc. The traffic demand af is 4 and the spare capacity @is 2. The traffic demand dfis 4 and
the spare capacity d@fis 4. The traffic demand af is 3 and the spare capacity ofs 3. The optimal
solution for the MPMC problem i$' = {(a, b), (b, ¢) }. By laying fibers between the backup ONUs in
a andb and between the backup ONUstimndc, full traffic protection can be achieved. Specifically,
the traffic ofa can be protected bysincecap(b) = d(a). The traffic ofb can be protected by andc
sincecap(a) + cap(c) > d(b). The traffic ofc can be protected bysincecap(b) > d(c). The cost of
Sis c(ab) + ¢(bc) = 3+ 2 = 5. This is the minimum cost solution among all solutions that achieve

full protection.

8.3 Solution Approach to the MPMC Problem

Given an instancé =< V,d, cap,c > of the MPMC problem, we can find the optimal solution
to I in two steps. First, we create a graphbased o/ and solve the minimum cost maximum flow
(MCMF) problem onGG. Second, we convert the optimal solution to the MCMF problend-aio the

optimal solution tal.
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8.3.1 Construction of GraphG

To obtain the optimal solution t6, we first construct a directed graghwhere each edge if¥ is
associated with a cost and a capacity. The verticés afe created as follows. First, we create a source
vertex.S and a sink verteX". Second, for each pair of nodesv € V, if cap(u) > 0 or cap(v) > 0,
we create a vertek,, in G (such a vertex is called anvertex). Third, for every node € V', we create
a vertexJ, in G (such a vertex is called &-vertex). The edges dF are created as follows. For each
I-vertexI,,, we create a directed edge fra$no 7,,,,. The cost of this edge iSuv) and the capacity
of this edge is infinity. For eacli-vertex.J, in GG, we create a directed edge frafpto 7. The cost of
this edge is 0 and the capacity of this edgé€(is). Finally, for eachl-vertexI,,, if cap(u) > 0, we
createm directed edges fron,, to v wherem = cap(u); if cap(v) > 0, we createn directed edges
from I, to u, wheren = cap(v). All these edges have a cost of 0 and a capacity of 1.

Fig. 8.1(b) shows the grapfl constructed from an instance of the MPMC problem given in Fig.
8.1(a). G contains the source verte the sink vertexl’, threel-verticesl,y, I,., andl., and three
J-verticesJ,, J, andJ.. There is one directed edge frosito each of the threé-verticesl,;, I,. and
Iyc. The costs of these edges afeb) = 3, c(ac) = 4, andc(bc) = 2, respectively. And all these
edges have a capacity of infinity. There is a directed edge from each tfrée/-vertices.J,, J,, and
J. to T'. The capacity of these edges @@ )=4, d(b)=4, andd(c)=3, respectively. The costs of these
edges are all 0. The edges from theertices to the/-vertices are created according to the rule given
earlier. For example, sinc&ip(a) = 2 andcap(b) = 4, there are two edges frody;, to J, and four
edges froml;, to J,, each of which has a cost of 0 and a capacity of 1.

The minimum cost maximum flow (MCMF) problem @nis to compute a maximum flow frotfi
to 7" such that the total cost of the flow is minimum where the cost of a flow is the sene@st (e) for
all edgee with a nonzero flow. We now show that the optimal solutior ttan be obtained from the
optimal solution to the MCMF problem of.

Let f be the minimum cost maximum flow frosi to 7" in G and F' is the value off. Based on
f, we can obtain the optimal solutiaty to I as follows. Sy is empty initially. For each/-vertex
L, if f(S — I,,) > 0, add(u,v) to S;. (The existence of a nonzero flow on the edge frSrto

I, indicates that at least one of the segman@ndv needs to use the spare capacity in the other
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V=(a, b, ¢}
d(a)=4; d(b)=4; d(c)=3
cap(a) = 2; cap(b) = 4; cap(c) =3
c(ab)=3; c(ac)=4; c(bc)=2

Optimal Solution: {(a,b), (b,c)}

(@) (b)

Figure 8.1 (a) An instance of the MPMC problem. (b) Gra&phonstructed from
the instance in (a).

segment to protect its traffic. Therefor@y, v) should be included irb;.) It's easy to verify that
Fo= 3 icy min(3_ jes, cap(i),d(j)) (since the capacity assignment of the edges-iensures
that the maximum amount of flow that can entey-aertex J; is equal to}, ;. cap(i) and the
maximum amount of flow that can leavg is d(j)). Thus,S; achieves the maximum traffic protection
for 1. Sy is also the minimum cost solution th This is becauseost(S;) = 3, ,)es, c(wv) =
D f(S—3Tun)>0 COSU(S = Tyy) = cost(f).

Fig.8.1 (b) shows the minimum cost maximum flgwn G, which has a value of 11. The cost of
fiscost(S — Iup) + cost(S — I.) = 3+ 2 = 5. Since the edge fromf to I,;, and the edge from
S to I, have nonzero flows, the optimal solution to the instance shown in Fig.8.1{(@&),®), (b, c)}.

This solution achieves maximum traffic protection (11) with minimum cost (5).

8.3.2 An ILP for the MCMF Problem

In the previous section, we have shown that the optimal solutiohdan be obtained from the
optimal solution to the MCMF problem off. In this section, we describe how to solve the MCMF
problem onG.

To compute the minimum cost maximum flowah we first find the maximum flow i+ using the

Ford-Fulkerson Algorithm. Lef’ be the value of the maximum flow. After that, we need to find the
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minimum cost flow with a value of". This problem can be formulated by the following ILP model.

S, T the source vertex and the sink vertex

I, J;  theiy, I-vertex and they, J-vertex
CAPy,r integer, capacity of edgg, — T'
CAPy,; integer, capacity of edgg — J;
integer, cost of edg® — I;
binary variable, 1 means edge— I; carries
a positive flow
Xp,g,k  binary variable, 1 means thig, edge from

I; to J; carries one unit of flow
fr,0; integer variable, flow frond; to J;
for integer variable, flow frony; to T

Objective:

Minimize ZXSL' - cost(S — I;)
i

Constraints:

fru; = ZXIiij Vi, j (8.1)
k

> frg = frr Vi (8.2)

f;jT <CAPjr Vj (8.3)

Y fir=F (8.4)

X1k < XSJLL- Vi, j, k (8.5)

Xsr, < ZZXIiij Vi (8.6)
ik

The objective is to minimize the total cost of the edges that carry a positiveNlote that only the
edges fromS to the I-vertices have nonzero cost, so the objective function considers adg gdges.

Constraint (1) ensures that the total flow frdpto J; is equal to the number of edges frdito J;
that carry one unit of flow. Constraint (2) ensures that the total flawieg into J; is equal to the total
flow going out ofJ;. Constraint (3) ensures that the flow on edge— T is bounded by its capacity.
Constraint (4) ensures that the total flow entefihgg equal to the maximum flow valug. Constraint
(5) ensures that if an edge fromto J; carries one unit of flow, theiXs;, will be 1. This ensures

that if there is a nonzero flow from to J;, then the cost of edge froii to Z; will be counted in the
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objective function. Constraint (6) ensures that if no flow is sent out,dhenXg;, will be 0 and the
cost of edges — I; will not be counted in the objective function.

In [72], an algorithm for the classic MCMF problem is given. Howevee #éitgorithm cannot be
used to solve our MCMF problem because our problem is different thanclassic problem. In the
classic MCMF problem, the cost of a flow on an edgds defined ag(e) = f(e), wherec(e) is the cost
of a unit flow andf (e) is the flow on edge. In our MCMF problem, the cost of a flow on an edgis

equal to the cost of if f(e) > 0 and is equal to zero if (e) = 0.

8.4 NP-Hard Proof

In this section, we prove that the MPMC problem is NP-Hard.
The MPMC problem seeks to find the maximum protection for all segments with thienorm

cost. The maximum protection for segmeris D (i) = min{d(i), > cap(j)} because

]¢Z7je[17'7n}

segment only needsi(i) protection and it can get at most cap(j) protection from the

J#4,J€E[L,...,n]
other segments. Next, we prove that the decision problem of finding the minagasihprotection that
achieves the maximum protection (Decision-MCPMP) is NP-complete.

We define Decision-MCPMP as follows: Givél, D, cap, ¢, C'), whereV is a set ofn segments,
D(i) specifies the required maximum protection for segmientl’, cap andc are the same functions
defined in Section 8.2-B, and is an integer, determine whether there is a link/s&tof (unordered)
segment pairs representing connections between segments such the¢gaent is protected with
capacityD(i) and)_; yepg c(ij) = C.

First, we show that Decision-MCPMP is in NP. Given ak8t we can check if the total cost equals
C and if each segmeritcould be protected witl(;) in O(n?). Thus, Decision-MCPMP is in NP.

Next, we reduce the NP-complete problem Subset-Sum to Decision-MCIRNtie Subset-Sum
problem, a sef = {s1, s9, ..., s, } Of integers and an integér are given, the problem is to determine
whether there is a subsgt C S, s.t. ZSZES’ s; = C. Given an instance of the Subset-Sum problem
(S = {s1,82,...,8,},C), we can build an instance of Decision-MCPMP, D, cap, ¢, C) as follows:

V ={1,2,...,n,n+ 1} is a set ofn + 1 segmentsPD(i) = 0, Vi € [1,...,n] andD(n + 1) = C;

cap(i) = si, Vi € [1,...,n] andcap(n + 1) = 0; c(i,n + 1) = s;, Vi € [1,...,n] andc(i, j) = oo,
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Vi,j € [1,...,n]. In this instance, segment+ 1 needs to be protected with capacityand other
segments need no protection.

We prove that there exists’ C S whose sum equal§' if and only if there is a link sef.S with
costC and each segmeitis protected with capacitip (i) for the corresponding instance of Decision-
MCPMP.

= 1f 39" C S, st. Y cosi = C,we buildLS = {(i,n + 1)|s; € S';i € [1,...,n]} for
the instance of Decision-MCPMP. Thus, the cost of the links&tequals)__ ¢ c(i,n + 1) =
>_s,es si = C; the protection for segment+ 1 equalsy _, o cap(i) = >, o 5i = C = D(n+1)
and the protection for segmeingéqualsD(i) = 0 for 1 < i < n.

< If there is a link set.S with costC and each segmeiitis protected with capacity) (i) for
the instance of Decision-MCPMP, then segment 1 is protected by the set of segmeri$(i, n +
1) € LS} with the costofy S, ,, 1)e 15 (i, n + 1) = C and the protection 0f ; ., 1ye g cap(i) =
D(n+ 1) = C. We create a subsé&t of S whereS’ = {s;|(i,n+ 1) € LS,i € [1,...,n]}. We
have} , co 8i = > (i nt1)eLs Si = 2(nt1ers cap(i) = C. Thatis,S" is a subset of whose sum
equalsC.

Figure 8.2 shows an instance of Decision-MCPMPR D, cap, ¢, 8) that is constructed from a
Subset-Sum problem instangg = {1,2,5,9},8). In the Decision-MCPMP problem instandé con-
tains 5 element§1, 2,3, 4,5} and the function values fab, cap andc are given in the figure. For the
Subset-Sum problem instancg has a subset’ = {1,2,5} whose sum equals 8. Correspondingly,
for the Decision-MCPMP problem instance there is a linklsgt= {(1,5), (2, 5), (3,5)} that has cost
8 and protects each segmentith capacityD(i). Specifically, segment 5 is protected with capacity 8

and other segments receive no protection.

8.5 A Heuristic Algorithm

Although the ILP model presented in Section 8.3 obtains the optimal solutionPdA®] it is not
practical for large network design due to its long running time. In this seotierpresent a heuristic
algorithm for MPMC. The algorithm consists of two steps. The first step itoptite the maximum

protection requiremenb(i) for each segment whereD (i) = min{d(:),>_;4; jen,..n cop(i)} @s
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(D(1).cap(1))=(0,1) (0,2)

Figure 8.2 An instance of Decision-MCPMP constructed from a Subsatiu
stance(S = {1,2,5,9},8). The link setL.S = {(1,5),(2,5),(3,5)}
has cost 8 and protects each segmiemth capacityD(i).

discussed in Section 8.4. The second step is to find a low cost protecti@pégtedly selecting two
segments to connect until the protection requirement for each segmetisfiieda

The pseudocode of the second step is shown in Algorithm 12. This algosigects a pair of
J | pi

DI+D . . . .
segments to connect based on the metfic= C’Jj)J . In this metric,c(i, j) is the cost of connecting

segmentg andj. D,ff identifies the valid protection provided by segmerior segment. If segment

1 is already fully protected by other segments, then connecting segrhantsi will not provide any
valid protection for segmeni i.e.,D{ = 0; otherwiseD{ will be equal tomin(D(i), cap(j)). Thus

the metricM measures the cost efficiency of connecting segmeatsl j and the algorithm chooses
the most efficient connection between two segments until we satisfy the fiwateequirements of

all segments. Note that the value DX(i) needs to be updated to reflect the remaining protection
requirement of segmentafter segment is connected with another segment.

The input of the algorithm will be three sets of integdp&M AND = {D(i)|i = 1,...,n},
CAP = {cap(i)|i = 1,...,n}, COST = {c(i,j)|i,7 = 1,...,n} and a set of candidate connections
CANDIDATE = {(a,b)|la,b=1,...,nand a < b}. The output will be a set of connected segments
OUTPUT = {(a,b)|a,b=1,....,nand a < b}.

The while loop keeps running until all segments get the required protectiore 3 finds the
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Algorithm 12 Heuristic Algorithm

1. OUTPUT =9

2: while 3D(:)! =0,Vi € {1,...,n} do

3: Mf = ma:c(Dc‘Z;(:gg

4:

5. D = max(D; — cap(j),0), Dj = max(D;
6: ReturnOUT PUT

),V(a,b) € CANDIDATE;

cap(i), 0);

OUTPUT = OUTPUT U{(i,)}, CANDIDATE = CANDIDATE — {(i, )}

Table 8.1 Optimal solutions to different instances of the MPMC problem.

Demands [V]=10 V=20
"I cost | #links] R cost | #links| R
5-random| 1700 | 11 1.1 2492 | 26 1.3
6-random| 2730 | 16 1.6 2946 | 26 1.3
7-random | 4472 | 22 2.2 6485 | 40 2
8-random| 8062 | 34 3.4 12336 70 3.5
5-fixed 632 5 0.5 842 10 0.5
6-fixed 1440 | 10 1 2118 | 20 1
7-fixed 2283 | 15 15 3700 | 30 1.5
8-fixed 3390 | 20 2 5563 | 40 2

segment pair with the largest metric value and line 4 adds the selected sege(it ) into the

set OUTPUT and removeg, j) from the set CANDIDATE. Line 5 updates the remaining needed

protection for segmentsand;.

8.6 Numerical Results

We solved different instances of the MPMC problem using both the ILPoagh in Section 8.3

and the heuristic algorithm in Section 8.5; we report the numerical results isdti®n.

An instance< V,d, cap,c > of the MPMC problem is generated as follows. We randomly dis-

tribute|V'| nodes in a 600x600 square aréd] is set to 10 and 20 in different instances. Demand type

is either random or fixed. For random demand, each ridases ad(i) value randomly chosen in the

range[min, 10], wheremin is setto 5, 6, 7, and 8 in different instances. For fixed deméfigljs set

to a constank for all nodes:, wherek is set to 5, 6, 7, and 8 in different instances. All nodes have a

capacity of 10, so the spare capacity of nedecap(i) = 10 — d(i). For each pair of nodesand,

c(ij) is set to the Euclidean distance betweamd;, rounded to the nearest integer.
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First, we compute the optimal solution for different instances of the MPM®Ilpno using the
approach given in Section 8.3. ILOG CPLEX 8.0 is used to solve the ILEheoOMCMF problem. The
results are given in Table 8.1. For each instance, the cost of the optimabepthe number of links
needed by the optimal solution, and the ratio of number of links to number elsrgénoted byr) are
shown. The number of links needed is equal to the number of node paiesaptimal solution, which
is the number of fibers need to be laid to provide protection. In the tablgridom’ means random
demand with anin value ofk. ’'k-fixed’ means fixed demand with a value lof For all instances
shown in the table, full traffic protection is achieved by the optimal solutioris Bhbecause for all
instancesy ;. ;. cap(i) > d(j) for all nodej € V. As shown in the table, the cost, the number of
links, andR all increase as the demand increases for both random demand ancsimada! However,
k-fixed always has lower cost and requires fewer links thaandom. This is because the total traffic
demand of all nodes is lower when demand is fixed than when demand iswando

For random demand? increases as the demand increases, but it does not incré&Sdrageases.

In fact, R is similar for |[V| = 10 and|V| = 20. The R value of the proposed protection scheme

is much lower than that of the self-protecting PON architectures propogéd]ii64][65]. In those
architectures)N fibers need to be laid to protect a PON withONUs. ThereforeR is equal to the
number of ONUs in a PON, which is typically 32. For our protection meth®dloes not depend

on the number of ONUSs. Instead, it depends on the traffic demand of tHRAMOEven in the high
demand case where every segment has a demand of at least 80% ohditycapis as low as 3.4 for

|V| = 10 and 3.5 foV'| = 20. Thus, the proposed protection scheme is much more cost-effective than
employing self-survivable PONs.

For fixed demand, Table 8.1 shows that 10-node instance and 20-raidade always have the
sameR value given a certain demand value. In fact, fefixed demand, the number of links needed
is [k/(10 — k)]|V'|/2. This is because when each node has a fixed demahdio¢ spare capacity of
each node ig0 — k. So, in order to achieve full protection, each node ngéd$10 — k)| neighbors.
Thus, the number of links needed|iB/(10 — k)]|V|/2. For example, wheii’| = 10 and demand
is 7-fixed, the number of links needed[i8/(10 — 7)] x 10/2 = 15. For all instances shown in the

table, the number of links needed by the optimal solution is equai L0 — k) ||V'| /2. However, this
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Figure 8.3 The optimal solutions for two instances with = 20. Left: demand
is 5-fixed. Right: demand is 6-fixed.

is not true in general because the goal of the MPMC problem is not to minimézeumber of links
needed. So, the optimal solution may require more links flkgif10 — k)||V|/2. For the instances
shown in Table 8.1, it happens that the optimal solution also minimizes the numbekoheeded.
Furthermore, when the number of links[ig/(10 — k)]|V'|/2, R is [k/(10 — k)] /2, which does not
depend onV|. This explains why a 10-nodefixed demand instance and a 20-nddéxed demand
instance have the sanfevalue in the table.

Fig. 8.3 shows the optimal solutions for two instances With = 20. The left figure shows the
optimal solution when each node has a fixed demand of 5. The links in the Bgerdrawn between
node pairs in the optimal solution. Since each node has a fixed demandaafibnede has 5 units of
spare capacity. Thus, once two nodes are connected, each cadegdtohprotection to the other. The
left figure shows that each node has exactly one neighbor and a tditad ks are needed. The right
figure shows the optimal solution when each node has a fixed demanduthés tase, each node has
a spare capacity of 4. So, if a node is connected to two other nodes, taertie fully protected. Thus,
the number of links needed to achieve full protection is 20. The right fighosvs that the optimal
solution requires 20 links and each node has exactly two neighbors.

We also run the heuristic algorithm on the same set of problem instanceseanegtits are reported
in Table 8.2. The results show that the heuristic solutions are close to optilmddss in terms of both
cost and number of links required for protection. For the case of 2@-mdth 6-random demand,

the heuristic algorithm even finds the optimal solution. Moreover, the rurivimg of the heuristic
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Table 8.2 Heuristic solutions to different instances of the MPMC problem.

Demands [Vl =10 [V] =20
“| cost | #links| #links/[V[| cost [ #links| #links/V|
5-random | 1790 | 13 1.3 3026 | 32 1.6
6-random | 2968 | 18 1.8 2946 | 26 1.3
7-random | 4546 | 23 2.3 6923 | 43 2.15
8-random | 8204 | 35 35 12844| 75 3.75
5-fixed 736 6 0.6 889 11 0.55
6-fixed 1509 | 11 11 2276 | 22 1.1
7-fixed 2411 | 16 1.6 3884 | 32 1.6
8-fixed 3584 | 21 2.1 5845 | 42 2.1

algorithm for all problem instances is only tens of milliseconds. On the otha,rsolving the ILP

model takes a few hours for problem instances with 20 nodes and thimguiime increases to days

for 30-node problem instances.

Cost

Cost

Optimal Solution ez
Heuristic Solution s

6
Fixed Demand

7

Optimal Solution ez
Heuristic Solution e

6
Random Demand

7

Figure 8.4 Comparing optimal and heuristic solutions, 10-node instances.

In Figures 8.4 and 8.5, we compare the cost of the optimal and heuristic sgldtio different

problem instances. The top bar chart in Figure 8.4 compares the cq#irabband heuristic solutions

in the 10-node instances with fixed demands and the bottom bar chart ie Bigurompares that under
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Figure 8.5 Comparing optimal and heuristic solutions, 20-node instances.

random demands. The average cost increase of the heuristic solutiooptimal solution with fixed
demands is 7.3% and the increase under random demands &4l Figure 8.5, we compare the cost
of optimal and heuristic solutions in 20-node instances under both fixedaaddm demands. With
fixed demands, the cost of heuristic solution is on the averagé mdre than that of optimal solution.
And for random demands, the cost increase is %.98 he results show that the heuristic algorithm

performs very well in obtainning near-optimal solutions.

8.7 Conclusion

In this chapter we propose a protection scheme for the hybrid wireldégsbproadband-access
network (WOBAN). The idea is to connect the backup ONUs in differegnhgents so that the traffic
in one segment can be protected by the spare capacity in neighbor segwiemsfine the maximum
protection with minimum cost (MPMC) problem and show that the optimal solution iostance of
the MPMC problem can be obtained by solving the minimum cost maximum flow (MGvidblem

on a graph constructed from the instance. We prove that the decisibleprof MPMC is NP-Hard
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and propose a heuristic algorithm for MPMC. The numerical results shattith proposed protection
scheme is much more cost-effective than employing self-protecting PORNeartcines. In addition, the

heuristic algorithm is very effective in obtaining near-optimal solutions.
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CHAPTER 9. CONCLUSIONS AND FUTURE WORK

9.1 Contributions of this Work

In this dissertation, we first study two link failures for unicast sessionsatkloone networks.
After proving two theorems about double-link failure protection, we psepane ILP model for thg-
cycle design problem for static traffic. The basic idea of this ILP model isstotwo link-disjoint
protection segments to protect each working link. Since the ILP model is oithbkfor static
traffic, we present two heuristic algorithms to provide the protection agdmsile-link failures for
dynamic traffic. According to the numerical results, compared with the othérads, SPPP’s gain
in restoration speed is much larger than its loss in protection redundandecfease the protection
capacity, we present a new hybrid protection/restoration scheme to hewodliak failures. Basically,
our hybrid scheme uses protection to ensure that most of the affectechdeicen be restored using
the pre-planned backup paths upon a two-link failure. For the demandsstorable with protection,
we use dynamic restoration to find new backup paths for them. Our schemgaisle of restoring the
same set of demands as Dedicated Path Protection (DPP) with significanthatésgp capacity.

Next we propose three schemes to protect dynamic multicast sessionst agaife link failures.
The p-Cycle-based link protection scheme, intelligesi€ycle (pC) scheme, provides-Cycle protec-
tion against single link failure for dynamic multicast sessions. After the multicestis computed for
one multicast request, the@ scheme computes a set of high efficient p-cycles to protect every link on
the multicast tree. The efficiency of one p-cycle is defined as the ratio atittnéer of protected capac-
ity to the number of reserved capacity on this p-cycle. We continue to strerchost efficient p-cycles
until all links on the multicast tree are protected. WitkC] both intra-session sharing and inter-session
sharing are achieved sinceaycle can provide protection to links belonging to not only the same mul-

ticast tree, but also different multicast trees. This link protection schemshuat restoration time and
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is more capacity efficient compared with existing link protection schemes. \Weedpose two path
protection schemes for dynamic multicast sessions: a p-cycle-basedrpattion (°3) scheme and

a PXT-based path protection scheme. Given a multicasfftralke P? scheme uses the path-disjoint
strategy to compute a set of p-cycles on-demand to ensure every destimadi®inT is protected P>
creates new efficient p-cycles only if existing p-cycles are not suffidi® protect destination nodes
in the current multicast session. A similar idea is used in the PXT-based patciion scheme for
dynamic multicast sessions. To protect a multicast tree, we compute a PXaclodestination node

v such that the PXT can be used to restore the trafficden a link failure occurs. The performance
comparison of thé”? scheme and the PXT based path protection scheme shows that the p-Ggcle ba
protection scheme is more capacity efficient in dense networks.

Lastly, we propose a new protection scheme for the hybrid wireless-bptmadband-access net-
work(WOBAN). The scheme is cost-effective and requires pairs ckinpa ONUs to be connected with
fibers so that each backup ONU is connected to at least one backuprGiother segment. Basically,
once the OLT in segmeiiffails, all traffic in segment will be switched to the neighbor backup ONUs
which will distribute the traffic via the wireless gateways so that each ONU irsélgenent handles
the traffic using its spare capacity. If an ONU in segmiefigils, then the traffic normally handled by
the failed ONU will be handled by the other ONUs in segmegifitthey have enough spare capacity
to handle the affected traffic. Otherwise, the affected traffic that damedandled within segment
¢ will be switched to the neighbor segments by the backup ONU. Based ondpesad protection
scheme, we formalize the maximum protection with minimum cost(MPMC) problem i@sémt one
optimal ILP solution for the MPMC problem. We prove the MPMC problem is Nd#eHand provide
one heuristic algorithm. The numerical results show that the heuristic algoistimery effective in

obtaining near-optimal solutions.

9.2 Future Works

In this dissertation, we studied the survivability schemes against single ardedlink failures
for unicast and multicast sessions in WDM optical networks. In fact, faitlere is another type of

failure in WDM optical networks. Normally one node failure will cause multiple liakures and has
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much more severe impact compared to single link failure. As for protectingsindonnections against
single node failure, it has already been well studied and we just neeskttvesone backup path which
is node-disjoint with the working path. But protecting multicast connectioagagnode failures has
not drawn much research attention. With the increase of multicast applicatidhs Internet, this
could be a challenging and interesting research topic.

All protection mechanisms presented in this dissertation are designed fte-dimgain network
and we assume each node in the network has a complete vision of the netivimtkjs not realistic in
multi-domain networks. A multi-domain network is a network composed of sewvel@pendent single-
domain networks and every single-domain network has separate ruleemition and management.
Thus it is not possible to directly apply our proposed protection schemedtindomain networks. So

it is interesting and practical to extend our proposed protection schemoss aculti-domain networks.
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